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FIG. 4. Proton (top) and neutron (bottom) radii obtained
from IM-SRG and SCGF calculations with EM [20–22] and
NNLOsat [26] interactions. For protons, experimental values
from Table I are displayed.

oxygen chain, the heaviest one for which experimental in-
formation on both binding energies and radii is available
up to the neutron drip line. We showed that analysing
(p,p) scattering data allows one to obtain information
on nuclear sizes of unstable isotopes within 0.1 fm. The
combined comparison of measured charge/matter radii
and binding energies with state-of-the-art ab initio cal-
culations o↵ers unique insight on nuclear forces. On the
one hand, EM, a current standard for nuclear theory em-
ploying only 2-, 3- and 4-body observables in the fit of
the low-energy constants thus sticking to the (strict) re-
ductionist strategy, yields an excellent reproduction of
binding energies but significantly underestimates charge
and matter radii. On the other hand, unconventional
NNLOsat , while maintaining a good energy systematics,
clearly improves the description of absolute radii, though
leaving room for refinement for what concerns isotope
shifts. Given the alternative fitting procedure, such an
output raises questions about the choice of observables
that should be included in the fit and the resulting pre-
dictive power whenever this strategy is followed.

More precise information on oxygen radii, e.g. rch via
laser spectroscopy measurements, would allow confirming
our (p,p) analysis and further refining the present discus-
sion. Future, similar studies in heavier isotopes will also
preciously contribute to the systematic development of
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FIG. 5. Matter radii from our analysis and Ref. [33, 36]
compared to ab initio calculations with EM [20–22] and
NNLOsat [26] interactions. Bands span results from GGF
and MR-IMSRG many-body schemes.

nuclear forces. From the many-body point of view, the
consistent inclusion of higher-body terms in the charge
radius operator is envisaged and might eventually a↵ect
the present discussion. Finally, we stress that a simulta-
neous reproduction of binding energies and radii in stable
and neutron-rich nuclei is mandatory for reliable struc-
ture but even more for reaction calculations. Scattering
amplitudes and nucleon-nucleus interactions evolve as a
function of the size, which should be consistently taken
into account specially when more microscopic reaction
approaches are considered.
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Outilne 
•  Some!details!of!the!current!SCGF!formalism!(extensions!for!3NFs)!

•  Applica<on!of!satura<ng!interac<ons!!!and!!new!local?nonlocal!force!

•  Bubble!structure!of!!34Si!
!

•  occupa<on!of!valence!shells!

•  Nuclei!from!LaEce!QCD!!(at!mπ=0.47!GeV/c2!...!)!
!
Related!calcula<ons!(see!following!talks):!
•  Shell!model!effec<ve!charges!
•  Dipole!response!
•  Ab?Ini<o!op<cal!poten<al!from!SCGF!



Current Status of low-energy nuclear physics 

neutrons'

Composite)system)of)interac0ng)fermions)
Binding!and!limits!of!stability!
Coexistence!of!individual!and!collec<ve!behaviors!
Self?organiza<on!and!emerging!phenomena!
EOS!of!neutron!star!maYer!

Experimental)
programs)

RIKEN,)FAIR,)FRIB)

Unstable)nuclei)

r+process
!path…!

•  ~3,200!known!isotopes!

•  !~7,000!predicted!to!exist!

•  Correla=on!characterised!

in!full!for!~283!stable'!
Nature!473,!25!!(2011);!486,!509!(2012)!



The FRPA Method in Two Words 
Particle vibration coupling is the main cause driving the distribution of 
particle strength—on both sides of the Fermi surface…�

n� p�

≡!par<cle! ≡!hole!

…these modes are all resummed 
exactly and to all orders in a  

ab-initio many-body expansion.!

“Extended”!

Hartree!Fock!

R(2p1h) Σ!(ω) = R(2h1p) 

• A complete expansion requires all 
types of particle-vibration coupling 

• The Self-energy Σ!(ω)
yields both 
single-particle states and scattering 

CB et al.,  
Phys. Rev. C63, 034313 (2001) 
Phys. Rev. A76, 052503 (2007) 
Phys. Rev. C79, 064313 (2009) 



•  Global picture of nuclear dynamics 
•  Reciprocal correlations among effective modes 
•  Guaranties macroscopic conservation laws 

gII(ω)�

pp/hh-RPA; two-nucleon transfer�

Π(ph)(ω)�
ph-RPA; response, giant resonances 

optical potential 

Dyson 
Eq.�

Single-
particle 
motion�

S(r,ω)�

Self-Consistent Green’s Function Approach 



gII(ω)�

Π(ph)(ω)�

Dyson 
Eq.�

Ionization energies/ 
affinities, in atoms�

[CB, D. Van Neck, 
AIP Conf.Proc.1120,104 (‘09) & in prep] 

Isovector response 
for 32Ar, 34Ar�
Proton 
Pygmy 

[C. B., K. Langanke, et al., Phys Rev. C77, 024304 (2008)] 
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Self-Consistent Green’s Function Approach 
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Optical potential (see talk by A. Idini)!

Binding energies�
[PRL. 111, 062501 (2013), 
PRC 92, 014306 (2015), PRC89, 061301R (2014)] 
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Gorkov  
and  

3-nucleon forces 



Approaches in GF theory 
Truncation 
scheme:!

Dyson formulation 
(closed shells)!

Gorkov formulation 
(semi-/doubly-magic)!

1st order:! Hartree-Fock! HF-Bogolioubov!

2nd order:! 2nd order! 2nd order (w/ pairing)!

.!.!.!! .!.!.!

3rd and all-orders 
sums, 
P-V coupling:!

ADC(3) 
FRPA 
etc…!

G-ADC(3) 
 …work in progress 

!

This is a non-perturbative 
all-orders resummation 
— NOT a PT truncation! 
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Inclusion of NNN forces  

- Third order PT diagrams with 3BFs: 
6
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(o) (p) (q)

FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).

this boils down to the equation of motion of the operators
in interaction picture [6]:

i~ @

@t
aI
↵

(t) = [aI
↵

(t), Ĥ
0

] = "
↵

aI
↵

(t) . (18)

By taking the derivative of G(0) and using Eq. (18), we
arrive at

⇢

i~ @

@t
� "

↵

�

G(0)

↵↵

0(t � t0) = �(t � t0)�
↵↵

0 , (19)

where the delta functions come from the derivative of the
step-function decomposition of the time-ordered product
in. Eq. (19) gives the inverse operator of G(0).

The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian

- Second order PT 
diagrams with 3BFs: 
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In Eq. (10), the two-time two-particle/two-hole propaga-
tor

GII
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(t � t0) = G4�pt
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(t+, t; t0, t0+) (12)

is an appropriate time ordering of Eq. (3) and the con-
tracted propagators yield the exact 1B and 2B reduced
density matrices:
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0

i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
b

eU and
b

eV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0

i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy

E
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in accordance with our analogy between the eH = H
0

+ eH
1

and the usual normal ordered hamiltonian. In the latter,

(a) (b)

FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)

↵�

= eU
↵�

, (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
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 A. Carbone, CB, et al., Phys. Rev. C88, 054326 (2013) 
and F. Raimondi, CB, in preparation (2017).!

" Use of irreducible 2-body 
  interactions 

" Need to correct the Koltun 
sum rule (for energy) 
 

" 3p2h/3h2p terms relevant 
to next-generation high-precision 
methods. 
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- Third order PT diagrams with 3BFs: 
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FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
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sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N
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i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in
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eU and
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eV would
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traction is performed with respect to the exact correlated
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(a) (b) (c)

Figure 3: Three one-particle irreducible, skeleton and interaction-irreducible self-
energy diagrams appearing at third order in the perturbative expansion of Σ̃(ω).
Only the third-order diagrams with at most 2p1h and 2h1p intermediate states are
shown.

Figures 3a and 3b generate all order summations of ladder and ring diagrams,
respectively. These contain only effective 2NFs and their ADC(3) equations are well
known [14,16]. Hence, we simply states the results here. The forward-in-time coupling
matrix arising from Fig. 3a is given by

M
(2N 2N a)
(n1n2k3)α

≡
1

2
√
2

Xn1
ρ Xn2

σ Ṽρσ,γδ Yk4
γ Yk5

δ

ε−k4
+ ε−k5

− ε+n1 − ε+n2

(Yk4
µ Yk5

ν )∗Yk3

λ Ṽµν,αλ . (35)

The ring diagram of Fig. 3b gives rise to the forward-in-time coupling matrix,

M
(2N 2N b)
(n1n2k3)α

≡
1√
2

(
Xn2

σ Yk3

δ Ṽσρ,δγ Yk5
γ Xn4

ρ

ε−k3
− ε+n2 + ε−k5

− ε+n4

Xn1
µ (Yk5

ν Xn4

λ )∗ Ṽµν,αλ

−
Xn1

σ Yk3

δ Ṽσρ,δγ Yk5
γ Xn4

ρ

ε−k3
− ε+n1 + ε−k5

− ε+n4

Xn2
µ (Yk5

ν Xn4

λ )∗ Ṽµν,αλ

)

, (36)

which is explicitly antisymmetrized with respect to the n1 and n2 fermion lines. The
diagrammatic representations of the two coupling matrices of Eqs. (35) and (36) are
depicted in Figs. 4a and 4b, respectively.

For the same self-energy diagrams of Figs. 3a and 3b but from the backward-in-
time Goldstone diagrams, we find the coupling matrices

N
(2N 2N a)
α(k1k2n3)

≡
1

2
√
2
Ṽαλ,µν Xn3

λ (Xn4
µ Xn5

ν )∗
Xn4

ρ Xn5
σ Ṽρσ,γδ Yk1

γ Yk2

δ

ε−k1
+ ε−k2

− ε+n4 − ε+n5

(37)

and

N
(2N 2N b)
α(k1k2n3)

≡
1√
2

(

Ṽαλ,µν (Yk5

λ )∗Yk1
µ (Xn4

ν )∗
Xn4

σ Yk5

δ Ṽσρ,δγ Yk2
γ Xn3

ρ

ε−k2
− ε+n3 + ε−k5

− ε+n4

−Ṽαλ,µν (Yk5

λ )∗Yk2
µ (Xn4

ν )∗
Xn4

σ Yk5

δ Ṽσρ,δγ Yk1
γ Xn3

ρ

ε−k1
− ε+n3 + ε−k5

− ε+n4

)

. (38)

Their diagrammatic representation is displayed in Figs. 4c and 4d respectively, where
it is clear that they are linked to the 2h1p propagators.
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while the one connecting through a hole-particle (hp) interaction gives

D
hp
(k1k2n3),(k4k5n6)

=
1

2

(
(Yk2

µ Xn3
ρ )∗ Ṽµν,λρ Yk5

λ Xn6
ν δk1k4

− (Yk2
µ Xn3

ρ )∗ Ṽµν,λρ Yk4

λ Xn6
ν δk1k5

− (Yk1
µ Xn3

ρ )∗ Ṽµν,λρ Yk5

λ Xn6
ν δk2k4

+(Yk1
µ Xn3

ρ )∗ Ṽµν,λρ Yk4

λ Xn6
ν δk2k5

)
. (42)

We now turn to the Feynman diagram of Fig. 3c, which is the focus of the present
work. To our knowledge the ADC formulas arising from this term have not been
presented before. The Feynman rules give the following expression for it:

Σ(3c)
αβ (ω) = −

(!)4

4

∫
dω1

2πi

∫
dω2

2πi

∫
dω3

2πi

∫
dω4

2πi

∑

γδνµϵλ
ξηθστχ

Ṽαγ,δν gξγ(ω3) gνλ(ω − ω1 + ω3)

gδϵ(ω1) Wµϵλ,ξηθ gθτ (ω − ω2 + ω4) gησ(ω2) gχµ(ω4) Ṽστ,βχ . (43)

By performing the four integrals in the complex plane, we find six terms, correspond-
ing to the different time orderings of the three interactions. Altogether we obtain,

Σ(3c)
αβ (ω) =

1

4

∑

γδνµϵλ
ξηθστχ

Ṽαγ,δνWϵλµ,ηθξṼστ,βχ×

⎛

⎜⎜
⎝−

∑

n1n2k3

n4n5k6

(Xn1

δ Xn2
ν Yk3

γ )∗Xn1
ϵ Xn2

λ Yk3

ξ (Xn4
η Xn5

θ Yk6
µ )∗Xn4

σ Xn5
τ Yk6

χ(
!ω − (ε+n1 + ε+n2 − ε−k3

) + iη
) (

!ω − (ε+n4 + ε+n5 − ε−k6
) + iη

)

+
∑

k1k2n3

n4n5k6

Yk1

δ Yk2
ν Xn3

γ (Yk1
ϵ Yk2

λ Yk6
µ Xn4

η Xn5

θ Xn3

ξ )∗Xn4
σ Xn5

τ Yk6
χ(

ε−k1
+ ε−k2

+ ε−k6
− ε+n3 − ε+n4 − ε+n5

) (
!ω −

(
ε+n4 + ε+n5 − ε+k6

)
+ iη

)

+
∑

k1k2n3

n4n5k6

(Xn4

δ Xn5
ν Yk6

γ )∗Xn4
ϵ Xn5

λ Xn3
µ Yk1

η Yk2

θ Yk6

ξ (Yk1
σ Yk2

τ Xn3
χ )∗

(
!ω −

(
ε+n4 + ε+n5 − ε−k6

)
+ iη

) (
ε−k1

+ ε−k2
+ ε−k6

− ε+n3 − ε+n4 − ε+n5

)

−
∑

k1k2n3

k4k5n6

Yk1

δ Yk2
ν Xn3

γ (Yk1
ϵ Yk2

λ Xn3

ξ )∗Yk4
η Yk5

θ Xn6
µ (Yk4

σ Yk5
τ Xn6

χ )∗
(
!ω − (ε−k1

+ ε−k2
− ε+n3)− iη

) (
!ω − (ε−k4

+ ε−k5
− ε+n6)− iη

)

−
∑

k1k2n3

n4n5k6

Yk1

δ Yk2
ν Xn3

γ (Yk1
ϵ Yk2

λ Yk6
µ Xn4

η Xn5

θ Xn3

ξ )∗Xn4
σ Xn5

τ Yk6
χ(

!ω −
(
ε−k1

+ ε−k2
− ε+n3

)
− iη

) (
ε−k1

+ ε−k2
+ ε−k6

− ε+n3 − ε+n4 − ε+n5

)

−
∑

k1k2n3

n4n5k6

(Xn4

δ Xn5
ν Yk6

γ )∗Xn4
ϵ Xn5

λ Xn3
µ Yk1

η Yk2

θ Yk6

ξ (Yk1
σ Yk2

τ Xn3
χ )∗

(
ε−k1

+ ε−k2
+ ε−k6

− ε+n3 − ε+n4 − ε+n5

) (
!ω −

(
ε−k1

+ ε−k2
− ε−n3

)
− iη

)

⎞

⎟⎟⎠ ,

(44)

where the first (last) three terms correspond to forward-in-time (backward-in-time)
Goldstone diagrams.
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(a) (b)

Figure 5: Diagrams of the ADC(3) coupling matrices with one effective 2NF Ṽ and
one interaction-irreducible 3NF Ŵ . The coupling matrix (a) is linked to 2p1h ISCs
and corresponds to Eq. (45), while (b) is linked to 2h1p ISCs and corresponds to
Eq. (46).

By comparing to the third order terms in Eq. (24), one see that the new con-
tributions to the coupling matrices contain one effective 2NF and one interaction-
irreducible 3NF. The following forward-in-time matrix can be singled out from either
the second or third line of Eq. (44),

M
(2N 3N a)
(n1n2k3)α

≡
1

2
√
2

Xn4

ξ Xn1
ρ Xn2

σ Wξρσ,ζηθ Yk3

ζ Yk5
η Yk6

θ

ε−k3
+ ε−k5

+ ε−k6
− ε+n1 − ε+n2 − ε+n4

(Yk5
µ Yk6

ν Xn4

λ )∗ Ṽµν,αλ , (45)

while in the last two lines of Eq. (44) we read the backward-in-time coupling matrix:

N
(2N 3N a)
α(k1k2n3)

≡ −
1

2
√
2
Ṽαλ,µν (Yk4

λ Xn5
µ Xn6

ν )∗
Xn3

ρ Xn5
σ Xn6

ξ Wρσξ,θζη Yk4

θ Yk1

ζ Yk2
η

ε−k1
+ ε−k2

+ ε−k4
− ε+n3 − ε+n5 − ε+n6

. (46)

The diagrammatic representations of Eqs. (45) and (46) are displayed in Fig. 5.
The only interaction matrix that connects 2p1h ISCs through a 3NF is found from

the first term of Eq. (44),

C
3N
(n1n2k3),(n4n5k6) ≡ −

1

2
Xn1

ν Xn2
µ Yk3

ρ Wνµλ,ϵηρ (Xn4
ϵ Xn5

η Yk6

λ )∗ , (47)

which is explicitly antisymmetric in the particle indexes. With Eqs. (47) and (27) we
can rewrite the first term of Eq. (44) as,

M
†(I-2N)
αr

1

!ω − Er
C

3N
rr′

1

!ω − Er′
M

(I-2N)
r′β . (48)

The expression (48) contains only the first order contribution in the interaction matrix
expansion, corresponding to the second term in the r.h.s. of Eq. (23), for B = C

3N .
This is resummed to all order by diagonalizing the Dyson matrix (19), which will
automatically include all the higher order terms in the expansion.

From the fourth term of Eq. (44), we single out the only backward-in-time in-
teraction matrix connecting two 2h1p configurations through a 3N interaction, that
is

D
3N
(k1k2n3),(k4k5n6) ≡ −

1

2
(Yk1

ν Yk2
µ Xn3

ρ )∗ Wνµλ,ϵηρ Yk4
ϵ Yk5

η Xn6

λ , (49)

which is also explicitly antisymmetric in the hole indexes. With Eqs. (49) and (28)
we associate the fourth term of Eq. (44) to

N
(I-2N)
αs

1

!ω − Es
D

3N
ss′

1

!ω − Es′
N

†(I-2N)
s′β . (50)
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# 3NF crucial for reproducing binding energies and driplines around oxygen 
 
#   cf. microscopic shell model [Otsuka et al, PRL105, 032501 (2010).]!

N3LO (Λ = 500Mev/c) chiral NN interaction evolved to 2N + 3N forces (2.0fm-1) 
N2LO (Λ = 400Mev/c) chiral 3N interaction  evolved (2.0fm-1)!

 A. Cipollone, CB, P. Navrátil, Phys. Rev. Lett. 111, 062501 (2013) 
and  Phys. Rev. C 92, 014306 (2015) 

Results for the N-O-F chains 

 F  F  F  F  F  F  F  F

-180

-160

-140

-120

-100

-80

 N  N  N  N  N  N  N  N

N - NN+3N(IND) GF-ADC3

N - NN+3N(FULL) GF-ADC3

N - GGF-2nd

N - Experiment

15

E g
.s.

 [M
eV

]

ℏω=24 MeV
!SRG=2.0 fm-1

17 19 21 23

Dys-ADC(3),  NN+3N(ind)
Dys-ADC(3),  NN+3N(full)
Gorkov-2nd,   NN+3N(full)
Exp

25 27 29

2725232119171513

 O  O  O  O  O  O  O  O
-180

-160

-140

-120

-100

-80

-60

Dys-ADC(3), NN+3N(ind)

Dys-ADC(3), NN+3N(full)

Gkv-2nd, NN+3N(full)

Exp

14 16 18 20 22 24 26 28

E g
.s.

 [M
eV

]

ℏω=24 MeV
!SRG=2.0 fm-1

Dys-ADC(3),  NN+3N(full)
Dys-ADC(3),  NN+3N(ind)

Gorkov-2nd,   NN+3N(full)
Exp



V.!Somà,!CB!et!al.!Phys.!Rev.!C89,!061301R!(2014)!

# First ab-initio calculation over a contiguous portion of the nuclear 
chart—open shells are now possible through the Gorkov-GF formalism 
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- New fits of chiral interactions (NNLOsat) 
highly improve comparison to data 
 
- Deficiencies remain for neutron rich 
isotopes 

structure calculations [3, 4]. Many-body techniques have
themselves undergone major progress and extended their
domain of applicability both in mass and in terms of ac-
cessible (open-shell) isotopes for a given element [5–15].
As a result, today the structure of light and medium-
mass nuclei has become a testing ground for our basic
understanding of nuclear forces.

An emblematic case that has received considerable at-
tention is the one of oxygen binding energies, where sev-
eral calculations have established the crucial role played
by 3N forces in the reproduction of the neutron drip
line at 24O (i.e. in explaining the so-called “oxygen
anomaly”) [6, 16–19]. The excellent agreement between
experimental data and theoretical calculations based on
a next-to-next-to-next-to-leading order (N3LO) 2N and
N2LO 3N chiral interaction (EM) [20–22] was greeted as
a milestone for ab initio methods and modern models
of inter-nucleon interactions, even though a consistent
description of nuclear radii could not be achieved at the
same time [23]. Since then, this mismatch has remained a
puzzle. Subsequent calculations of heavier systems [7–9]
and infinite nuclear matter [24, 25] confirmed the system-
atic underestimation of charge radii, a sizeable overbind-
ing and too spread-out spectra, all pointing to an incor-
rect reproduction of the saturation properties of nuclear
matter. This led to the development of a novel nuclear
interaction, labelled NNLOsat [26], which includes con-
tributions up to N2LO in the chiral EFT expansion (both
in 2N and 3N sector) and di↵ers from EM in two main as-
pects. First, the optimisation of the (“low-energy”) cou-
pling constants is performed simultaneously for 2N and
3N terms [27], while EM and accompanying 3N forces are
optimised sequentially. Second, experimental constraints
from light nuclei (namely energies and charge radii in
some C and O isotopes) are included in the fit of such
low-energy constants in addition to observables from few-
body systems. This second aspect represents a departure
from the usual reductionist strategy of ab initio calcula-
tions followed by EM, in which parameters in the A-body
sector are fixed uniquely by observables in A-body sys-
tems. Although first applications point to good predic-
tive power for ground-state properties [26, 28], the per-
formance of the NNLOsat potential remains to be tested
along isotopic chains and for excited states.

In the present work we employ two di↵erent
many-body approaches, self-consistent Green’s function
(SCGF) and in-medium similarity renormalisation group
(IM-SRG). Each of them is available in two versions.
The first is based on standard expansion schemes and
thus applicable only to closed-shell nuclei. It is referred
to as Dyson-SCGF (DGF) [29] and single-reference IM-
SRG (SR-IM-SRG) [30] respectively. The second version
builds on Bogoliubov-type reference states and thus allow
for a proper treatment of pairing correlations, resulting in
the description of systems displaying an open-shell char-
acter. Such version is labelled Gorkov-SCGF (GGF) [5]
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NNLOsat [26] interactions are displayed along with available
experimental data.

and multi-reference IM-SRG (MR-IM-SRG) [6] respec-
tively. For the MR-IM-SRG, the reference state is first
projected on good proton and neutron numbers. Hav-
ing di↵erent ab initio approaches at hand is crucial to
benchmark theoretical results and infer as unbiased as
possible information on the input of such calculations,
i.e. inter-nucleon forces. Moreover, while DGF (here in
the ADC(3) approximation scheme), SR- and MR-IM-
SRG feature a comparable content in terms of many-body
expansion, GGF currently includes a lower amount of
many-body correlations, which allows testing the many-
body convergence [7].

We first compute total binding energies EB for oxygen
isotopes 14�24O for the two sets of 2N and 3N interactions
with the four many-body schemes. EM is further evolved
to a low-momentum scale � = 1.88�2.0 fm�1 by means of
SRG techniques [31]. Results are displayed in Fig. 1. For
both interactions, di↵erent many-body calculations yield
values of EB spanning intervals of up to 10 MeV, from 5
to 10% of the total. Compared to experimental binding
energies, EM and NNLOsat perform similarly, following
the trend of available data along the chain both in ab-
solute and in relative terms. Overall, results shown in
Fig. 1 confirm previous findings for EM and validate the
use along the isotopic chain for NNLOsat .

While nuclear masses have been experimentally deter-
mined for the majority of known light and medium-mass
nuclei, measurements of charge and matter radii are typ-
ically more challenging. Charge radii for stable isotopes
have been accessed in the past by means of electron scat-
tering [32]. In addition to charge rms radii, analytical
forms of fitted experimental charge densities can be ex-
tracted from (e,e) cross sections. Standard forms include
2- or 3-parameter Fermi (2pF or 3pF) profiles [33]. For
extended sets of (e,e) data (in terms of momentum trans-
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oxygen chain, the heaviest one for which experimental in-
formation on both binding energies and radii is available
up to the neutron drip line. We showed that analysing
(p,p) scattering data allows one to obtain information
on nuclear sizes of unstable isotopes within 0.1 fm. The
combined comparison of measured charge/matter radii
and binding energies with state-of-the-art ab initio cal-
culations o↵ers unique insight on nuclear forces. On the
one hand, EM, a current standard for nuclear theory em-
ploying only 2-, 3- and 4-body observables in the fit of
the low-energy constants thus sticking to the (strict) re-
ductionist strategy, yields an excellent reproduction of
binding energies but significantly underestimates charge
and matter radii. On the other hand, unconventional
NNLOsat , while maintaining a good energy systematics,
clearly improves the description of absolute radii, though
leaving room for refinement for what concerns isotope
shifts. Given the alternative fitting procedure, such an
output raises questions about the choice of observables
that should be included in the fit and the resulting pre-
dictive power whenever this strategy is followed.

More precise information on oxygen radii, e.g. rch via
laser spectroscopy measurements, would allow confirming
our (p,p) analysis and further refining the present discus-
sion. Future, similar studies in heavier isotopes will also
preciously contribute to the systematic development of
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nuclear forces. From the many-body point of view, the
consistent inclusion of higher-body terms in the charge
radius operator is envisaged and might eventually a↵ect
the present discussion. Finally, we stress that a simulta-
neous reproduction of binding energies and radii in stable
and neutron-rich nuclei is mandatory for reliable struc-
ture but even more for reaction calculations. Scattering
amplitudes and nucleon-nucleus interactions evolve as a
function of the size, which should be consistently taken
into account specially when more microscopic reaction
approaches are considered.
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Radii and Binding Energies in Oxygen Isotopes: A Challenge for Nuclear Forces
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We present a systematic study of both nuclear radii and binding energies in (even) oxygen isotopes from
the valley of stability to the neutron drip line. Both charge and matter radii are compared to state-of-the-art
ab initio calculations along with binding energy systematics. Experimental matter radii are obtained
through a complete evaluation of the available elastic proton scattering data of oxygen isotopes. We show
that, in spite of a good reproduction of binding energies, ab initio calculations with conventional nuclear
interactions derived within chiral effective field theory fail to provide a realistic description of charge and
matter radii. A novel version of two- and three-nucleon forces leads to considerable improvement of the
simultaneous description of the three observables for stable isotopes but shows deficiencies for the most
neutron-rich systems. Thus, crucial challenges related to the development of nuclear interactions remain.

DOI: 10.1103/PhysRevLett.117.052501

Our present understanding of atomic nuclei faces the
following major questions. Experimentally, we aim (i) to
determine the location of the proton and neutron drip lines
[1,2], i.e., the limits in neutron numbers N upon which, for
fixed proton number Z, with decreasing or increasing N,
nuclei are not bound with respect to particle emission, and
(ii) to measure nuclear structure observables offering sys-
tematic tests of microscopic models. While nuclear masses
have been experimentally determined for the majority of
known light and medium-mass nuclei [3], measurements of
charge and matter radii are typically more challenging.
Charge radii for stable isotopes have been accessed in the
past bymeans of electron scattering [4]. In recent years, laser
spectroscopy experiments allow extending such measure-
ments to unstable nuclei with lifetimes down to a few
milliseconds [5]. Matter radii are determined by scattering
with hadronic probes which requires a modelization of the
reaction mechanism. Theoretically, intensive works have
also been performed towards linking a universal description
of atomic nuclei to elementary interactions [6–8] amongst
constituent nucleons and, ultimately, to the underlying
theory of strong interactions, quantum chromodynamics
(QCD). If accomplished, this ab initio description would be
beneficial both for a deep understanding of known nuclei
(stable and unstable, totalling around 3300) and to predict on
reliable bases the features of undiscovered ones (few more
thousands are expected). Many of the latter are not, in the
foreseeable future, experimentally at reach, yet they are
crucial to understanding nucleosynthesis phenomena,
modelled using large sets of evaluated data and of calculated
observables.
The reliability of first-principles calculations depends

upon a consistent understanding of fundamental

observables: ground-state characteristics of nuclei related
to their existence (masses, expressed as binding energies)
and sizes (expressed as root mean square—rms—radii).
Special interest resides in the study of masses and sizes for
a given element along isotopic chains. Experimentally, their
determination is increasingly difficult as one approaches
the neutron drip line; as of today, the heaviest element with
available data on all existing bound isotopes is oxygen
(Z ¼ 8) [3]. Using theoretical simulations, the link between
nuclear properties and internucleon forces can be explored
for different N=Z values, thus, critically testing both our
knowledge of nuclear forces and many-body theories.
In this work, we focus on oxygen isotopes for which, in

spite of the tremendous progress of recent ab initiomethods,
a simultaneous reproduction of masses and radii has not yet
been achieved. We present important findings from novel
ab initio calculations along with a complete evaluation of
matter radii, rm, for stable and neutron-rich oxygen isotopes.
Here, rm are deduced via a microscopic reanalysis of proton
elastic scattering data sets. They complement charge radii
rch, offering an extended comparison through the isotopic
chain that allows testing state-of-the-art many-body calcu-
lations. We show that a recent version of two- and
three-nucleon (2N and 3N) forces leads to considerable
improvement in the critical description of radii.
A viable ab initio strategy consists in exploiting the

separation of scales between QCD and (low-energy)
nuclear dynamics, taking point nucleons as degrees of
freedom. For decades, realistic 2N interactions were built
from fitting scattering data, see, e.g., [6]. However, model
limitations were seen through discrepancies with exper-
imental data, like underbinding of finite nuclei and inad-
equate saturation properties of extended nuclear matter.
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charge radii in the pf shell 

Size of radii not 
prefect but remains 
overall correct 
throughout the pf shell 
with NNLO-sat.  
 
This suggests that 
saturation is indeed 
under control. 
 
" Improvements of 
many-body truncations 
beyond 2nd order Gorkov 
will also be relevant. 
(work in progress!) 
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Bubble nuclei...   34Si prediction 
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Validated by charge distributions and 
neutron quasiparticle spectra:!
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- 34Si is unstable, charge distribution still unknown 
 
- Suggested central depletion from mean-field 
simulations 
 
- Ab-initio theory confirms predictions!

Duguet, Somà, CB, et al. arXiv:1611.08570 [nucl-th] 
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Proton spectral strength in Oxygen 
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FIG. 1. (Color online) Single-particle spectral distributions for
the addition and removal of a proton to/from closed-subshell oxygen
isotopes. States above the Fermi surface (EF ) are indicated by the
shaded areas and yield the spectra of the resulting odd-even fluorine
isotopes. The spectra below EF are for odd-even nitrogen isotopes in
the final state (this appears inverted in the plot, with higher excitation
energies pointing downward). Fragments with different angular
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results are obtained from ADC(3) and the full NN + 3NF interaction
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FIG. 2. (Color online) Same as Fig. 1 but for the addition and
removal of a neutron. Both particle (shaded areas) and hole spectra
correspond to odd-even oxygen isotopes.

(A − 1)-nucleon wave functions in the continuum and the
bound |"A

0 ⟩ ground state.
The fragments of the spectral distribution provide the

excitation spectrum for the neighboring odd-even isotopes.
For example, the two dominant quasihole peaks in 24O in
Fig. 2 correspond to the 1/2+ ground state and the 5/2+

excitation of 23O. Our calculated excitation energy for the
5/2+ state is 2.74 MeV, close to the experimental value of
2.79(13) MeV [64]. The 3/2+ state of 23O can be calculated
from the quasiparticle spectra of 22O. For this we obtain
5.0 MeV excitation energy, which is larger than the experi-
mental value of 4.0 MeV [62]. In both cases, the theoretical
result agrees with the ab initio configuration interaction (CI)
calculations of Refs. [32,33], which use the same NN + 3NF
full Hamiltonian. As mentioned above, satellite peaks (that
is, nondominant ones) are not necessarily well described in
nucleon-attached and nucleon-removal methods at the ADC(3)
level. This because they require leading-order configurations
of 2p1h/2h1p type or higher. The first 1/2+ excited state of 21O,
seen as a hole on 22O, is of this type and has a spectroscopic
factor ≈9% of the independent particle model. In spite of this,
the ADC(3) excitation energy is 1.78 MeV, which is again in
great agreement with CI calculations based on the same Hamil-
tonian (and slightly off the experimental value of 1.22 MeV
[65]). Instead, the calculated spectroscopic factor the the 3/2+

excited state is only <1% and this is unlikely to be converged
with respect to the many-body truncation in the ADC(3). For
this state, we obtain an excitation energy of 940 keV that
disagrees with both the experiment and the ab initio CI results,
as expected. These results give a further confirmation of the
performance of the present chiral Hamiltonian with the single
sd shell. Furthermore, we note that the comparison with Refs.
[32,33] provides a successful benchmark of the accuracy of
ADC(3) for calculating dominant quasiparticle states. We then
use the latter to discuss the single-particle structure across both
p and sd shells.

Figure 3 shows the details of the evolution of the
dominant proton quasiparticle and quasihole peaks in the
sd and p shells for increasing neutron number. These
are corrected for the effects of the c.m. motion accord-
ing to Eqs. (12). The dashed lines are obtained from the
NN + 3N -induced interaction and represent the spectrum
predicted by the initial N3LO NN force. In general, the
addition of original 3NFs (solid lines) has the effect of
consistently increasing the spin-orbit splittings between the
1/2−–3/2− and the 3/2+–5/2+ dominant peaks. The s1/2 orbit
remain largely unaffected. The overall changes introduced
by leading-order 3NFs are reported in Tables I and II
for both protons and neutrons. The evolution of quasiparticle
energies for the addition and the removal of a neutron is
displayed in Fig. 4. In this case, the 1/2− and 3/2− strength (in
the p shell) is strongly fragmented for masses above A = 20
and no clear dominant peak is predicted. The original 3NFs still
have the effect of increasing the splitting between spin-orbit
partner states. However, this is in addition to the stronger
repulsion on the d3/2 orbit that is at the origin of the anomalous
dripline at 24O [16].

Worth mentioning are the splittings between the 1/2− and
the 3/2− quasiholes in 16O. For protons, this is predicted to be
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FIG. 1. (Color online) Single-particle spectral distributions for
the addition and removal of a proton to/from closed-subshell oxygen
isotopes. States above the Fermi surface (EF ) are indicated by the
shaded areas and yield the spectra of the resulting odd-even fluorine
isotopes. The spectra below EF are for odd-even nitrogen isotopes in
the final state (this appears inverted in the plot, with higher excitation
energies pointing downward). Fragments with different angular
momentum and parity are shown with different colors, as indicated,
and the bar lengths provide the calculated spectroscopic factors. These
results are obtained from ADC(3) and the full NN + 3NF interaction
with λSRG = 2.0 fm−1.
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FIG. 2. (Color online) Same as Fig. 1 but for the addition and
removal of a neutron. Both particle (shaded areas) and hole spectra
correspond to odd-even oxygen isotopes.

(A − 1)-nucleon wave functions in the continuum and the
bound |"A

0 ⟩ ground state.
The fragments of the spectral distribution provide the

excitation spectrum for the neighboring odd-even isotopes.
For example, the two dominant quasihole peaks in 24O in
Fig. 2 correspond to the 1/2+ ground state and the 5/2+

excitation of 23O. Our calculated excitation energy for the
5/2+ state is 2.74 MeV, close to the experimental value of
2.79(13) MeV [64]. The 3/2+ state of 23O can be calculated
from the quasiparticle spectra of 22O. For this we obtain
5.0 MeV excitation energy, which is larger than the experi-
mental value of 4.0 MeV [62]. In both cases, the theoretical
result agrees with the ab initio configuration interaction (CI)
calculations of Refs. [32,33], which use the same NN + 3NF
full Hamiltonian. As mentioned above, satellite peaks (that
is, nondominant ones) are not necessarily well described in
nucleon-attached and nucleon-removal methods at the ADC(3)
level. This because they require leading-order configurations
of 2p1h/2h1p type or higher. The first 1/2+ excited state of 21O,
seen as a hole on 22O, is of this type and has a spectroscopic
factor ≈9% of the independent particle model. In spite of this,
the ADC(3) excitation energy is 1.78 MeV, which is again in
great agreement with CI calculations based on the same Hamil-
tonian (and slightly off the experimental value of 1.22 MeV
[65]). Instead, the calculated spectroscopic factor the the 3/2+

excited state is only <1% and this is unlikely to be converged
with respect to the many-body truncation in the ADC(3). For
this state, we obtain an excitation energy of 940 keV that
disagrees with both the experiment and the ab initio CI results,
as expected. These results give a further confirmation of the
performance of the present chiral Hamiltonian with the single
sd shell. Furthermore, we note that the comparison with Refs.
[32,33] provides a successful benchmark of the accuracy of
ADC(3) for calculating dominant quasiparticle states. We then
use the latter to discuss the single-particle structure across both
p and sd shells.

Figure 3 shows the details of the evolution of the
dominant proton quasiparticle and quasihole peaks in the
sd and p shells for increasing neutron number. These
are corrected for the effects of the c.m. motion accord-
ing to Eqs. (12). The dashed lines are obtained from the
NN + 3N -induced interaction and represent the spectrum
predicted by the initial N3LO NN force. In general, the
addition of original 3NFs (solid lines) has the effect of
consistently increasing the spin-orbit splittings between the
1/2−–3/2− and the 3/2+–5/2+ dominant peaks. The s1/2 orbit
remain largely unaffected. The overall changes introduced
by leading-order 3NFs are reported in Tables I and II
for both protons and neutrons. The evolution of quasiparticle
energies for the addition and the removal of a neutron is
displayed in Fig. 4. In this case, the 1/2− and 3/2− strength (in
the p shell) is strongly fragmented for masses above A = 20
and no clear dominant peak is predicted. The original 3NFs still
have the effect of increasing the splitting between spin-orbit
partner states. However, this is in addition to the stronger
repulsion on the d3/2 orbit that is at the origin of the anomalous
dripline at 24O [16].

Worth mentioning are the splittings between the 1/2− and
the 3/2− quasiholes in 16O. For protons, this is predicted to be
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energies pointing downward). Fragments with different angular
momentum and parity are shown with different colors, as indicated,
and the bar lengths provide the calculated spectroscopic factors. These
results are obtained from ADC(3) and the full NN + 3NF interaction
with λSRG = 2.0 fm−1.
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removal of a neutron. Both particle (shaded areas) and hole spectra
correspond to odd-even oxygen isotopes.

(A − 1)-nucleon wave functions in the continuum and the
bound |"A

0 ⟩ ground state.
The fragments of the spectral distribution provide the

excitation spectrum for the neighboring odd-even isotopes.
For example, the two dominant quasihole peaks in 24O in
Fig. 2 correspond to the 1/2+ ground state and the 5/2+

excitation of 23O. Our calculated excitation energy for the
5/2+ state is 2.74 MeV, close to the experimental value of
2.79(13) MeV [64]. The 3/2+ state of 23O can be calculated
from the quasiparticle spectra of 22O. For this we obtain
5.0 MeV excitation energy, which is larger than the experi-
mental value of 4.0 MeV [62]. In both cases, the theoretical
result agrees with the ab initio configuration interaction (CI)
calculations of Refs. [32,33], which use the same NN + 3NF
full Hamiltonian. As mentioned above, satellite peaks (that
is, nondominant ones) are not necessarily well described in
nucleon-attached and nucleon-removal methods at the ADC(3)
level. This because they require leading-order configurations
of 2p1h/2h1p type or higher. The first 1/2+ excited state of 21O,
seen as a hole on 22O, is of this type and has a spectroscopic
factor ≈9% of the independent particle model. In spite of this,
the ADC(3) excitation energy is 1.78 MeV, which is again in
great agreement with CI calculations based on the same Hamil-
tonian (and slightly off the experimental value of 1.22 MeV
[65]). Instead, the calculated spectroscopic factor the the 3/2+

excited state is only <1% and this is unlikely to be converged
with respect to the many-body truncation in the ADC(3). For
this state, we obtain an excitation energy of 940 keV that
disagrees with both the experiment and the ab initio CI results,
as expected. These results give a further confirmation of the
performance of the present chiral Hamiltonian with the single
sd shell. Furthermore, we note that the comparison with Refs.
[32,33] provides a successful benchmark of the accuracy of
ADC(3) for calculating dominant quasiparticle states. We then
use the latter to discuss the single-particle structure across both
p and sd shells.

Figure 3 shows the details of the evolution of the
dominant proton quasiparticle and quasihole peaks in the
sd and p shells for increasing neutron number. These
are corrected for the effects of the c.m. motion accord-
ing to Eqs. (12). The dashed lines are obtained from the
NN + 3N -induced interaction and represent the spectrum
predicted by the initial N3LO NN force. In general, the
addition of original 3NFs (solid lines) has the effect of
consistently increasing the spin-orbit splittings between the
1/2−–3/2− and the 3/2+–5/2+ dominant peaks. The s1/2 orbit
remain largely unaffected. The overall changes introduced
by leading-order 3NFs are reported in Tables I and II
for both protons and neutrons. The evolution of quasiparticle
energies for the addition and the removal of a neutron is
displayed in Fig. 4. In this case, the 1/2− and 3/2− strength (in
the p shell) is strongly fragmented for masses above A = 20
and no clear dominant peak is predicted. The original 3NFs still
have the effect of increasing the splitting between spin-orbit
partner states. However, this is in addition to the stronger
repulsion on the d3/2 orbit that is at the origin of the anomalous
dripline at 24O [16].

Worth mentioning are the splittings between the 1/2− and
the 3/2− quasiholes in 16O. For protons, this is predicted to be
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with λSRG = 2.0 fm−1.
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0 ⟩ ground state.
The fragments of the spectral distribution provide the

excitation spectrum for the neighboring odd-even isotopes.
For example, the two dominant quasihole peaks in 24O in
Fig. 2 correspond to the 1/2+ ground state and the 5/2+

excitation of 23O. Our calculated excitation energy for the
5/2+ state is 2.74 MeV, close to the experimental value of
2.79(13) MeV [64]. The 3/2+ state of 23O can be calculated
from the quasiparticle spectra of 22O. For this we obtain
5.0 MeV excitation energy, which is larger than the experi-
mental value of 4.0 MeV [62]. In both cases, the theoretical
result agrees with the ab initio configuration interaction (CI)
calculations of Refs. [32,33], which use the same NN + 3NF
full Hamiltonian. As mentioned above, satellite peaks (that
is, nondominant ones) are not necessarily well described in
nucleon-attached and nucleon-removal methods at the ADC(3)
level. This because they require leading-order configurations
of 2p1h/2h1p type or higher. The first 1/2+ excited state of 21O,
seen as a hole on 22O, is of this type and has a spectroscopic
factor ≈9% of the independent particle model. In spite of this,
the ADC(3) excitation energy is 1.78 MeV, which is again in
great agreement with CI calculations based on the same Hamil-
tonian (and slightly off the experimental value of 1.22 MeV
[65]). Instead, the calculated spectroscopic factor the the 3/2+

excited state is only <1% and this is unlikely to be converged
with respect to the many-body truncation in the ADC(3). For
this state, we obtain an excitation energy of 940 keV that
disagrees with both the experiment and the ab initio CI results,
as expected. These results give a further confirmation of the
performance of the present chiral Hamiltonian with the single
sd shell. Furthermore, we note that the comparison with Refs.
[32,33] provides a successful benchmark of the accuracy of
ADC(3) for calculating dominant quasiparticle states. We then
use the latter to discuss the single-particle structure across both
p and sd shells.

Figure 3 shows the details of the evolution of the
dominant proton quasiparticle and quasihole peaks in the
sd and p shells for increasing neutron number. These
are corrected for the effects of the c.m. motion accord-
ing to Eqs. (12). The dashed lines are obtained from the
NN + 3N -induced interaction and represent the spectrum
predicted by the initial N3LO NN force. In general, the
addition of original 3NFs (solid lines) has the effect of
consistently increasing the spin-orbit splittings between the
1/2−–3/2− and the 3/2+–5/2+ dominant peaks. The s1/2 orbit
remain largely unaffected. The overall changes introduced
by leading-order 3NFs are reported in Tables I and II
for both protons and neutrons. The evolution of quasiparticle
energies for the addition and the removal of a neutron is
displayed in Fig. 4. In this case, the 1/2− and 3/2− strength (in
the p shell) is strongly fragmented for masses above A = 20
and no clear dominant peak is predicted. The original 3NFs still
have the effect of increasing the splitting between spin-orbit
partner states. However, this is in addition to the stronger
repulsion on the d3/2 orbit that is at the origin of the anomalous
dripline at 24O [16].

Worth mentioning are the splittings between the 1/2− and
the 3/2− quasiholes in 16O. For protons, this is predicted to be
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Quenching of absolute spectroscopic factors�

Overall quenching of spectroscopic 
factors! is driven by: 
SRC          !  ~10% 
part-vibr. coupling ! dominant 
“shell-model“    ! in open shell 
!

[CB,!Phys.!Rev.!LeY.!103,!202520!(2009)]!
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…with analogous conclusions for 48Ca!



Ab-initio calculations explain (a very weak) the Z/N dependence but the 
effect is much lower than suggested by direct knockout 
 
Rather the quenching is high correlated to the gap at the Femi surface. 

Spectroscopic factor are strongly 
correlated to p-h gaps: 

Z/N asymmetry dependence of SFs - Theory 
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QUASIPARTICLE AND QUASIHOLE STATES OF NUCLEI . . . PHYSICAL REVIEW C 79, 064313 (2009)

This term automatically corrects for the zero point motion in
the oscillator basis but it depends explicitly on the number
of particles. In this work, we are interested in transitions to
states with different numbers of nucleons (A ± 1) and aim at
computing directly the differences between the total energies.
Therefore, the above correction should not be employed in
the present case. One may note that the separation of the
center-of-mass motion is an issue related to the choice made for
the model space, rather than the many-body method itself. For
example, expressing the propagators directly in momentum
space would allow an exact separation. In this situation, the
transformation between the center-of-mass and laboratory
frames for systems with a nucleon plus a A-nucleons [or
(A-1)-nucleons] core would also be simple.

A. Choice of κM

Equation (16) introduces a single parameter (κM ) in our
calculations. The reason for this modification is that the spec-
troscopic factors of the valence orbits are strongly sensitive to
the particle-hole gap. This sensitivity is to be expected because
collective modes in the 56Ni core are dominated by excitations
across the Fermi surface. Smaller gaps imply lower excitation
energies and higher probability of admixture with valence
orbits. To extract meaningful predictions for spectroscopic
factors it is therefore necessary to constrain the Fermi gaps
for protons and neutrons to their experimental values.

To investigate this dependency we repeated our calculations
for values of κM in the range 0.4–0.7 MeV. Figure 3 shows
the resulting neutron spectroscopic factors for the valence
p3/2 quasiparticle and f7/2 quasihole. These are plotted
as a function of the calculated particle-hole gap "Eph =
ε+

1p3/2,n=0 − ε−
0f7/2,k=0. The results correspond to model spaces

of different dimensions (eight or ten oscillator shells) and
oscillator frequencies (h̄$ = 10 or 18 MeV). The gap "Eph
increases with κM but the dependence on the model space is
weak. We notice that, once the experimental value of "Eph
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FIG. 3. (Color online) Dependence of neutron spectroscopic
factors (given as a fraction of the independent-particle model value)
for the 1p3/2 and the 0f7/2 valence orbits with respect to the ph gap
"Eph. For each model space, different points correspond to different
choices of κM in the range 0.4–0.7 MeV.

is reproduced, the spectroscopic factors are well defined and
found to be converged with respect to the given model space.

All results reported below were obtained with a fixed value
of κM = 0.57 MeV. In the Nmax = 9 model space and an
oscillator energy h̄$ = 10 MeV, this choice reproduces the
experimental gaps at the Fermi surface for both protons and
neutrons to an error within 70 keV. From Fig. 3 one infers
that the calculated spectroscopic factors are reliable to within
1–2% of the independent-particle model value.

B. Convergence with respect to the model space

Figure 4 shows the dependence of the neutron 1p3/2 particle
and the 0f7/2 hole energies with respect to the oscillator
frequency and the size of the model space. As can be seen
from this figure, the single-particle energies for these two
single-particle states tend to stabilize around eight to ten
major shells. This finding concords both with coupled-cluster
calculations that employ a G matrix as effective interaction
for 16O, see Refs. [71] and [70], and with analogous Green’s
functions studies [31]. It remains, however, to make an
extensive comparison between coupled-cluster theory and the
Green’s functions approach to find an optimal size of the
model space with a given nucleon-nucleon interaction. Finally,
we plot in Fig. 5 the neutron valence single-particle energies
for all the single-particle states in the 1p0f shell. The latter
results were obtained with our largest model space, ten major
shells with Nmax = 9 and the single-particle orbital momentum
l ! 7. As can be seen from this figure, there is still, although
weak, a dependence upon the oscillator parameter. To perform
calculations beyond ten major shells will require nontrivial
extensions of our codes.
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This term automatically corrects for the zero point motion in
the oscillator basis but it depends explicitly on the number
of particles. In this work, we are interested in transitions to
states with different numbers of nucleons (A ± 1) and aim at
computing directly the differences between the total energies.
Therefore, the above correction should not be employed in
the present case. One may note that the separation of the
center-of-mass motion is an issue related to the choice made for
the model space, rather than the many-body method itself. For
example, expressing the propagators directly in momentum
space would allow an exact separation. In this situation, the
transformation between the center-of-mass and laboratory
frames for systems with a nucleon plus a A-nucleons [or
(A-1)-nucleons] core would also be simple.

A. Choice of κM

Equation (16) introduces a single parameter (κM ) in our
calculations. The reason for this modification is that the spec-
troscopic factors of the valence orbits are strongly sensitive to
the particle-hole gap. This sensitivity is to be expected because
collective modes in the 56Ni core are dominated by excitations
across the Fermi surface. Smaller gaps imply lower excitation
energies and higher probability of admixture with valence
orbits. To extract meaningful predictions for spectroscopic
factors it is therefore necessary to constrain the Fermi gaps
for protons and neutrons to their experimental values.

To investigate this dependency we repeated our calculations
for values of κM in the range 0.4–0.7 MeV. Figure 3 shows
the resulting neutron spectroscopic factors for the valence
p3/2 quasiparticle and f7/2 quasihole. These are plotted
as a function of the calculated particle-hole gap "Eph =
ε+

1p3/2,n=0 − ε−
0f7/2,k=0. The results correspond to model spaces

of different dimensions (eight or ten oscillator shells) and
oscillator frequencies (h̄$ = 10 or 18 MeV). The gap "Eph
increases with κM but the dependence on the model space is
weak. We notice that, once the experimental value of "Eph
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FIG. 3. (Color online) Dependence of neutron spectroscopic
factors (given as a fraction of the independent-particle model value)
for the 1p3/2 and the 0f7/2 valence orbits with respect to the ph gap
"Eph. For each model space, different points correspond to different
choices of κM in the range 0.4–0.7 MeV.

is reproduced, the spectroscopic factors are well defined and
found to be converged with respect to the given model space.

All results reported below were obtained with a fixed value
of κM = 0.57 MeV. In the Nmax = 9 model space and an
oscillator energy h̄$ = 10 MeV, this choice reproduces the
experimental gaps at the Fermi surface for both protons and
neutrons to an error within 70 keV. From Fig. 3 one infers
that the calculated spectroscopic factors are reliable to within
1–2% of the independent-particle model value.

B. Convergence with respect to the model space

Figure 4 shows the dependence of the neutron 1p3/2 particle
and the 0f7/2 hole energies with respect to the oscillator
frequency and the size of the model space. As can be seen
from this figure, the single-particle energies for these two
single-particle states tend to stabilize around eight to ten
major shells. This finding concords both with coupled-cluster
calculations that employ a G matrix as effective interaction
for 16O, see Refs. [71] and [70], and with analogous Green’s
functions studies [31]. It remains, however, to make an
extensive comparison between coupled-cluster theory and the
Green’s functions approach to find an optimal size of the
model space with a given nucleon-nucleon interaction. Finally,
we plot in Fig. 5 the neutron valence single-particle energies
for all the single-particle states in the 1p0f shell. The latter
results were obtained with our largest model space, ten major
shells with Nmax = 9 and the single-particle orbital momentum
l ! 7. As can be seen from this figure, there is still, although
weak, a dependence upon the oscillator parameter. To perform
calculations beyond ten major shells will require nontrivial
extensions of our codes.
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Local vs. non-local chiral N2LO NNN interaction    —    by P. Navrátil 
•  Local: chiral N3LO NN+ N2LO 3N500 

–  cD=-0.2   cE=-0.205 (3H Egs=-8.48 MeV) 
–  4He 

•  Non-local: chiral N2LOsat NN+3N 
–  cD=+0.8168  cE=-0.0396  (3H Egs=-8.53 MeV) 
–  4He 

 
•  Local/Non-local: chiral N3LO NN+ N2LO 

 
 

–  cD=+0.7   cE=-0.06 (3H Egs=-8.44 MeV) 
–  4He 

<H>=-28.2530   <V3b_2pi>= -4.8124   <V3b_D>=  0.7414   <V3b_E>=  0.4255 

<H>=-28.4939   <V3b_2pi>= -5.8819   <V3b_D>= -0.2206   <V3b_E>=  1.2665 

<H>=-28.4596   <V3b_2pi>= -4.7260   <V3b_D>=  1.3897   <V3b_E>=  0.4174 

F( 12 (π1
2 +π 2

2 );Λnonloc )W1
Q (Λ loc ) F( 12 (π1

2 +π 2
2 );Λnonloc )

Use!completeness!!

in!HO!basis!to!calculate!!

products!of!F!W!F!!
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Approaches to nuclei from LQCD 
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•  Extend!LQCD!beyond!few?bodies!
!
•  Not!based!on!a!specific!EFT!momentum!scale!

!!!!"!exploitable!to!high!densi<es!(e.g.!Neutron!stars)!
!
•  No!LECs!to!worry!about!!!!!!...but:!
!
•  Varia<on!in!poten<als!from!varia<on!in!sink!operators!("!es<ma<on!of!

! ! ! ! ! ! ! ! ! ! !!!!!!theore<cal!uncertain<es)!
!
•  Direct!deriva<on!of!hyperon?nucleon!interac<ons!
!
•  3NF!can!be!derived!consistently!with!NN!interac<ons!
!

Why nuclear interactions  
on the Lattice?? 

"!Need!to!develop!appropriate!many?body!methods!



Two-Nucleon HAL potentials 

46

NN potentials from QCD

● Left:  NN potentials in partial waves at the lightest mq.
● Repulsive core & attractive pocket & strong tensor force.
● Similar to phenomenological potentials qualitatively.
● Least χ2 fit of data which give central value of observable.
● Higher orders in velocity expansions are not available yet.

We restrict us to these leading order potentials.

● Right:  Quark mass dependence of V(r) of NN 1S0.
● Potentials become stronger as mq decrease.

e.g.  AV18

Quark mass dependence of V(r) for NN 
partial wave (1S0, 3S1, 3S1-3D1) 
 

 " Potentials become stronger mπ  
 as decreases.!

Prog.'Theor.'Exp.'Phys.'01A105'(2012)' (Finite?T!results!by!A.!Carbone,!priv.!comm.)!
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23

● Direct ： utilize energy eigenstates (eigenvalues)
● Lüscher's finite volume method for a phase-shift
● Infinite volume extrapolation for a bound state

● HAL  ： utilize a potential V(r) + ...  of interaction

● Advantages
● No need to separate E eigenstate.

Just need to measure
● Then, potential can be extracted.
● Demand a minimal lattice volume.

No need to extrapolate to V=∞.
● Can output many observables.

V ( r⃗ ) =
1

2μ
∇ 2ψ( r⃗ , t)
ψ( r⃗ , t )

−

∂
∂ t

ψ( r⃗ , t)

ψ( r⃗ , t)
− 2MB

ψ( r⃗ , t) : 4-point function

contains NBS w.f.

ψ( r⃗ , t)

Multi-hadron in LQCD
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Analysis of Brueckner HF 
ScaYering!of!two!nucleons!outside!the!Fermi!sea!("BHF):!
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continuum  
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Mixed SCGF–Brueckner approach 
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1! 2! 3! 4!

Solve!full!many?body!dynamics!in!model!space!(P+Q’)!and!the!Goldstone’s!
!!!!!ladders!outside!it!(i.e.!in!Q’’!only):!
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#!

"’!

"’’! + F-RPA 

G00(!) = V +

Z
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Q̂00
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Treating short-range corr. with a G-matrix  

•  The short-range core can be treated by summing 
ladders outside the model space: 

G(ω) 
= 

Two contributions to the derivative: 
-                  is due to scattering to (high-k) states in the Q space 
-                  accounts for low-energy (long range) correlations 



✺ Koltun sum rule (with NNN interactions): 
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]

I
↵

=
1

⇡

Z

✏

�
F

�1
d! ! ImG

↵↵

(!) (32)

=

Z

✏

�
F

�1
d! ! S

h

(↵,!)

= h N

0

|a†
↵

[a
↵,
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where the hamiltonian we are working with is the one
given in Eq. (1); evaluation of the last term on the right
side of Eq.32 gives
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get

X

↵

I
↵

= h N

0

|T̂ | N

0

i + 2h N

0

|V̂ | N

0

i + 3h N

0
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:

hT̂ i =
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
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, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
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of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:

EN

0

=
1

3
h N

0

|bV | N

0

i (36)

1

3⇡

Z

✏

�
F

�1
d!

X

↵�

(2T
↵�

+ !�
↵�

)ImG
�↵

(!)

14

�⌃?�W�
↵�

(!) =� (i~)3
4

Z

d!
1

2⇡

Z

d!
2

2⇡

Z

d!
3

2⇡

Z

d!
4

2⇡

Z

d!
5

2⇡

X

��⌫

X

µ✏�⇠⌘✓

X

�⌧�

(31)

⇥

�4
↵�,�⌫

(!,!
1

+ !
2

+ !
3

� !
4

� !
5

;!
1

,!
2

)G
�µ

(!
1

)G
⌫✏

(!
2

)

W
µ✏�,⇠⌘✓

G
⇠�

(!
4

)G
⌘⌧

(!
5

)G
✓�

(!
1

+ !
2

+ !
3

� !
4

� !
5

)�4
�⌧,��

(!
4

,!
5

;!,!
3

)G
��

(!
3

)
⇤

,

�4�pt

�4�pt

FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where the hamiltonian we are working with is the one
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:

hT̂ i =

Z

✏

�
F

�1
d!

X

↵�

T
↵�

ImG
�↵

(!) . (35)

To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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Eqs. (36) and (37) are both exact. Which one should be
emploied in actual calculations mostly depend on the ac-
curacy with which one can evaluate the expectation val-
ues of h N

0

|bV | N

0

i and h N

0

|cW | N

0

i. In general the latter
is a smaller contribution, which makes the overall error
smaller for Eq. (37). This was the approach recently used
in both finite nuclei and infinite nucleon clatter [31, 32].

There it was found that evaluating h N

0

|cW | N

0

i at first
order in terms of dressed propagators leads to satisfac-
tory results. However, accuracy is lost if free propaga-
tors, G(0) are used instead. Eq. (36) may become useful
in calculation of infinite matter, in which the �4�pt is cal-
culated non perturbatively, and thus expectation values
of 2B operators might be obtained to good accuracy.

V. CONCLUSIONS

We have presented an extended version of the self-
consistent Green’s functions approach to consistently in-
clude 3B interactions. Through the correct definition of
e↵ective potentials, we demonstrated how the inclusion of
the 3B interaction has to be performed in a di↵erent man-
ner between the 1B and 2B e↵ective terms. The e↵ective
operators, built through an inspired improved version of
normal ordering of the many-body hamiltonian, greatly
improve the enumeration of diagrams in the perturba-
tive expansion of the SP propagator. Furthermore they
prove to be strongly useful when rewriting the equation
for the 1B propagator in terms of the interaction � vertex
functions. We observed how these e↵ective operators fa-
cilitate the perturbative expansion of the SP propagator
grouping di↵erent contributions in single diagrams.

Solving the EOM for the SP propagator allowed us
to encounter a complete expression for the proper self-
energy including consistently 1B, 2B and 3B forces, which
correctly counts terms in the dressing of the SP propa-
gator when performing the iterative Dyson’s equation.
Through the hierarchy of EOM, we encountered a com-
plete expression for the 4-point � vertex function, which
embodies all higher order interacting contributions be-
yond the mean-field. Truncation to second order of this
function, together with a second order expression for the
6-point � function, provides the third order approxima-
tion for the irreducible self-energy, which proved to cor-
respond to diagrams obtained perturbatively in the dia-
grammatic expansion of the SP propagator.

We presented corrections for the energy of the many-
body ground state computed via means of the GMK sum-
rule. Two possible approaches have been proposed, which

require calculation of either the 2B or 3B operator mean-
value in the many-body ground state of the system. Cal-
culation performed using this extended SCGF formalism
have been presented recently. The inclusion of 3B nuclear
forces turn out to be crucial at the hour of calculating
ground state energies for nitrogen, oxygen and fluorine
isotopic chains [31]; the importance of 3B nuclear forces
have proved to be necessary not only in finite systems,
but even more in infinite systems, providing the neces-
sary repulsion for nuclear matter to get to saturation at
consistent values of energy/densities [32].

This expanded approach gives further credit to the
study of nuclear systems from a Green’s functions point
of view. The power embodied in this formalism lies in
the possibility of obtaining from one single many-body
approach, many relevant quantities for the description of
a quantum many-body system, from binding energies, to
thermodynamical behavior, to the description of trans-
port quantities, or pairing.

We consider this expanded approach an interesting tool
to study quantum many-body systems from an ab-initio

microscopic point of view, which can grasp the correlated
non perturbative behavior of the system.
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Appendix A: Feynman diagrams rules for 2- and
3-body interactions

Non trivial symmetry factors can arise in diagrams
that include many-body interaction terms. This ap-
pendix reviews the corresponding Feynman rules both
in time and energy formulation, and gives some specific
examples.

The perturbartion formula of Eq. (7) is trivially gener-
alized to the one for p-body propagators, such as Eqs. (3)
and (4). At k-th order in perturbation theory, any con-
tribution from the time-ordered product in Eq. (7)—or
from its generalisation—is represented as a diagram with
2p external points and to k interacting vertexes all con-
nected by means of oriented lines. This lines arise from
contractions between annihilator and creator operators:
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Applying the Wick’s theorem results in the following
Feynman rules.

Rule 1: Draw all, topologically distinct and connected
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for the 1B propagator in terms of the interaction � vertex
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energy including consistently 1B, 2B and 3B forces, which
correctly counts terms in the dressing of the SP propa-
gator when performing the iterative Dyson’s equation.
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Appendix A: Feynman diagrams rules for 2- and
3-body interactions

Non trivial symmetry factors can arise in diagrams
that include many-body interaction terms. This ap-
pendix reviews the corresponding Feynman rules both
in time and energy formulation, and gives some specific
examples.

The perturbartion formula of Eq. (7) is trivially gener-
alized to the one for p-body propagators, such as Eqs. (3)
and (4). At k-th order in perturbation theory, any con-
tribution from the time-ordered product in Eq. (7)—or
from its generalisation—is represented as a diagram with
2p external points and to k interacting vertexes all con-
nected by means of oriented lines. This lines arise from
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where the hamiltonian we are working with is the one
given in Eq. (1); evaluation of the last term on the right
side of Eq.32 gives
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get

X

↵

I
↵

= h N

0

|T̂ | N

0

i + 2h N

0

|V̂ | N

0

i + 3h N

0
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:

EN

0

=
1

3
h N

0

|bV | N

0

i (36)

1

3⇡

Z

✏

�
F

�1
d!

X

↵�

(2T
↵�

+ !�
↵�

)ImG
�↵

(!)

(Galitskii-Migdal-Boffi-) Koltun sumrule 

neutro
n'

remova
l�

neutro
n'

addi-o
n�

scaLeri
ng�

High+k!and!missing!

energy!tail!from!SRC…!

(currently!neglected!in!

calcula=ng!Koltun!SR)!



Benchmark on 4He 
Can!benchmark!the!Gmtx+ADC(3)!
method!on!light!4He,!where!exact!
solu<ons!are!possible:!

G(ω))+)
ADC(3))

)
Exact)

HALQCD!@!

mπ≈470MeV!

4.79(3)!

MeV!

5.09!MeV1!

"!Can!expect!accuracy!on!binding!energies!at!about!10%!!!

1H.!Nemura!et!al.,!Int.!J.!Mod.!Phys.!E!23,!1461006!(2014)!

+ ADC(3) 
G00(!) = V +

Z
dkadkbV

Q̂00

! � "(ka)� "(kb) + i⌘
G00(!)

G(ω) 

5 10 15 20 25 30 35 40

-5

-4

-3

-2

-1

0
         =  5
         =  7
         =  9
         = 11
Exact result

4He

G
ro

un
d 

st
at

e 
en

er
gy

, E
0 [

M
eV

]

ℏΩ [MeV]

Nmax

Nmax

Nmax
Nmax

C.!McIlroy,!CB,!et!al.,!arXiv:1701.02607![nucl+th]!



Binding of 16O and 40Ca: 
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FIG. 2. (Color online) Ground state energy of 4He, 16O and 40Ca as a function of the harmonic oscillator frequency, ~⌦, and the model space
size, Nmax. Symbols mark the results for the HAL469 potential from full self-consistent calculations in the G-matrix plus ADC(3) approach.

Results. The one-body propagators of 4He, 16O and
40Ca were calculated in spherical harmonic oscillator spaces
of di↵erent frequencies, ~⌦, and increasing sizes up to
Nmax=max{2n + `}=11 (and Nmax  9 for 40Ca). A G-matrix
was calculated for each frequency and model space and then
it was used to derive the static interactions of Eq. (5). We sub-
tracted the kinetic energy of the center of mass according to
Ref. [50] and calculated the intrinsic ground state energy from
g(!) using the Koltun sum rule. The same lattice simulation
setup used to generate the HAL469 interaction gives a nucleon
mass of mN=1161.1 MeV/c2 in addition to the pseudo-scalar
mass of MPS=469 MeV/c2. Thus, we employed this value of
mN in all the kinetic energy terms.

The exact binding energy of 4He for HAL469 is known
to be 5.09 MeV [51] and can be used to benchmark our ap-
proach. Fig. 2 displays the ground state energies calculated
with the G-matrix plus ADC(3) method. The resummation
of ladder diagrams outside the model space tames ultravio-
let corrections and we find that the infrared convergence dis-
cussed in Ref. [52] applies very well for large oscillaltor fre-
quencies. From calculations up to ~⌦=50 MeV, we estimate
a converged binding energy of 4.80(3) MeV for 4He, where
the error corresponds to the uncertainties in the extrapolation.
All results for 4He are summarised in Tab. I where we also list
BHF calculations done with the same gap choice and methods
of Ref. [22]. This suggests that the BHF method can overes-
timate the binding energy for HAL469 even sizeably. On the
other hand, the full inclusion of long-range e↵ects in ADC(3)

EA
0 [MeV] 4He 16O 40Ca

BHF [22] -8.1 -34.7 -112.7
G(!) + ADC(3) -4.80(0.03) -17.9 (0.3) (1.8) -75.4 (6.7) (7.5)
Exact Result [51] -5.09 – –
Separation into 4He clusters: -2.46 (0.3) (1.8) 24.5 (6.7) (7.5)

TABLE I. Ground state energies of 4He, 16O and 40Ca
at MPS=469 MeV/c2 obtained from the HAL469 interaction.
‘G(!)+ADC(3)’ are the results of the present work and are compared
to BHF and exact results. The last line is the breakup energy for split-
ting the system in 4He clusters (of total energy A/4⇥5.09 MeV).

deviates from the exact solution by less than 10%. Since the
SCGF approach resums linked diagrams, and thus is size ex-
tensive, one should expect that similar errors will apply for
larger isotopes. Fig. 2 also demonstrates that 16O and 40Ca
convergence similarly to 4He. Their extrapolated ground state
energies are also given in Tab. I, where the first error is the un-
certainties in the model space extrapolation [52]. The second
error corresponds to many-body truncations and we estimate
it to be 10% based on the finding for 4He. The SCGF results
are sensibly less bound than our previous BHF results [22].
This pattern is completely analogous to the case of 4He and
we interpret it as a limitation of BHF theory.

A key feature of our calculations is the use of an har-
monic oscillator space, which e↵ectively confines all nucle-
ons. The last line Tab. I reports the deduced breakup ener-
gies for separating the computed ground states into infinitely
distant 4He clusters. The 16O is unstable with respect to 4-↵
break up, by ⇡2.5 MeV. Allowing an error in our binding en-
ergies of more than 10% could make oxygen bound but only
very weakly. This is in contrast to the experimental results, at
the physical quarks masses, where the 4-↵ breakup requires
14.4 MeV. On the other hand, 40Ca is stable with respect to
breakup in ↵ particles by ⇡24 MeV. We expect that these
observations are rather robust even when we consider the
(LQCD) statistical errors in the HAL469 interaction. While
such statistical fluctuations introduce additional ⇠10% errors
on binding energies [22], they are expected to be strongly cor-
related among 4He, 16O and 40Ca. Hence, for QCD in the
SU(3) limit at MPS=469 MeV/c2, we find that the deuteron is
unbound [20] and 16O is only just slightly above the threshold
for ↵ breakup, while 4He and 40Ca are instead bound. The
HAL469 interaction has the lowest MPS value among those
considered in Refs. [19, 20], while from Ref. [21] we know
that it is the only one saturating nuclear matter (although not
at the physical saturation point). Moreover, we have tested
that SCGF attempts at calculating asymmetric isotopes, like
28O, predict strongly unbound systems even for HAL469. All
these results together suggest that, when lowering of the pion
mass toward its physical value, closed shell isotopes are cre-
ated at first around the traditional magic numbers. This hy-
pothesis should also be seen in the light of the limitations in
the present HAL469 Hamiltonian, which was built to include
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particular we will consider

Vsw(r) = −V0 θ (R − r) [square well], (3)

Vexp(r) = −V0 e−(r/R) [exponential], (4)

Vg(r) = −V0 e−(r/R)2
[Gaussian], (5)

Vq(r) = −V0 e−(r/R)4
[quartic], (6)

where for each of the models we work in units with h̄ = 1,
reduced mass µ = 1, and express all lengths in units of R and
all energies in units of h̄2/µR2. For the realistic potential we
use the Entem-Machleidt 500 MeV chiral EFT N3LO potential
[7] and unitarily evolve it with the similarity renormalization
group (SRG). These potentials provide a diverse set of tests
for universal properties. Because we can go to very high h̄"
and N for the two-particle bound states (and therefore large
#UV), it is possible to always ensure that UV corrections are
negligible.

In Sec. II we determine a more accurate value for L than
L′

0 and show that the theoretically founded exponential form
of the extrapolation is favored over Gaussian or power-law
alternatives in practical applications. The accurate determina-
tion of the box radius L also allows us to compute scattering
phase shifts directly in the oscillator basis. The derivation of
the exponential form from Ref. [2] is extended in Sec. III
to show that it depends only on observable quantities, and is
therefore independent of the potential and has the same form
for excited states. These formal conclusions are tested with
model potentials and the deuteron with a realistic potential in
Sec. IV. In Sec. V we summarize our conclusions and discuss
the implications for applications to larger nuclei.

II. SPATIAL CUTOFF FROM HO BASIS TRUNCATIONS

In this section, we determine the spatial extent of a finite HO
basis. We start with empirical considerations before presenting
an analytical understanding. Finally, we use the knowledge of
the spatial extent to compute phase shifts and demonstrate that
the theoretically founded exponential extrapolation law can be
distinguished from other empirical choices.

A. Empirical determination of L

The derivation of the IR correction formula Eq. (1) in
Ref. [2] starts from the observation that a truncated harmonic
oscillator (HO) basis effectively acts at low energies to impose
a hard-wall boundary condition in coordinate space. In Fig. 1
we can see how this happens for a representative model
case, a square well potential Eq. (3) with s-wave radial
wave functions. In the top panel, the exact ground-state
radial wave function (dashed) is compared to the solution
in an oscillator basis truncated at N = 4 determined by
diagonalization (solid). The truncated basis cuts off the tail
of the exact wave function because the individual basis wave
functions have a radial extent that depends on h̄" (from
the Gaussian part) and on the largest power of r (from the
polynomial part). The latter is given by N = 2n + l. With
N = 4 and l = 0, this means that n = 2 gives the largest power.
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FIG. 1. (Color online) (a) The exact radial wave function (dashed)
for a square well Eq. (3) with depth V0 = 4 (and h̄ = µ = R = 1) is
compared to the wave function obtained from an HO basis truncated
at N = 4 with h̄" = 6 (solid). The spatial extent of the wave function
obtained from the HO basis truncation is dictated by the square of HO
wave function for the highest radial quantum number (dot-dashed).
(b) The wave functions obtained from imposing a Dirichlet boundary
condition at L0, L′

0, and L2 are compared to the wave function in
truncated HO basis.

The cutoff will then be determined by the n = 2 oscillator
wave function, uHO

n=2(r), whose square (which is the relevant
quantity) is also plotted in the top panel (dot-dashed). It is
evident that the tail of the wave function in the truncated basis
is fixed by this squared wave function. The premise of Ref. [2]
was that this cutoff is well modeled by a hard-wall (Dirichlet)
boundary condition at r = L. If so, the question remains how
best to quantitatively determine L given N and h̄". Before
we present an analytical derivation of this quantity in the next
subsection, we compare empirically L′

0 from Eq. (2) and

Li ≡
√

2(N + 3/2 + i)b (7)

with integer i, which includes L0 as a special case. In the
bottom panel of Fig. 1 we show the wave functions for
several possible choices for L. L0 corresponds to choosing
the classical turning point (i.e., the half-height point of the tail
of [uHO

n=2(r)]2); it is manifestly too small. Using L′
0, which is

the linear extrapolation from the slope at the half-height point,
gives an improved estimate. However, choosing i = 2 [i.e.,
using L = L2 =

√
2(N + 3/2 + 2)b] is found to be the best

choice in almost all examples.
The most direct illustration of this conclusion comes from

the bound-state energies. In the example in Fig. 1, the exact
energy (in dimensionless units) is −1.51 while the result for
the basis truncated at N = 4 is −1.33, which is therefore what
we hope to reproduce. With L0, the energy is −0.97, with L′

0
it is −1.21, and with L2 it is −1.29. While this is only one
example of a model problem, we have found that L2 always
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between high-momentum and low-momentum potential ma-
trix elements, thereby lowering the effective UV cutoff. Thus
these potentials are useful tools to assess the role of UV
corrections.

We first consider results with N and h̄! chosen to ensure
small UV corrections, as in all prior figures. All the quantities
on the right-hand side of formula Eq. (44) are invariant under
SRG evolution. Therefore, if it is an accurate representation
of the IR energy corrections from truncating the HO basis,
then the E(L2) vs L2 points for different SRG λ should lie
on the same curve. Figure 19 shows that this is the case, and
the curve is the same as for the unevolved potential in Fig. 18.
(Only selected points are plotted for readability.)

Finally, in Fig. 20 we relax the condition that the UV
corrections are small compared to IR corrections. In particular,
we fix N at 8 and 12 and scan through the full range of h̄!.
We observe that with increasing L2, each of the curves with
a given λ eventually deviates from the universal curve, first
with λ = 3.0 fm−1 and then later with decreasing λ or with
higher N . We can understand this in terms of the behavior
of the induced UV cutoff. For fixed N , Eq. (7) tells us that
increasing L2 means increasing b (or decreasing h̄!). But
at fixed N , #UV ∝ 1/b, so the UV cutoff will be decreasing
and the corresponding UV energy correction increasing. Thus
the curves at fixed λ correspond to the curves seen in
conventional plots of energy versus h̄! (e.g., see Ref. [8]).
The softer potentials (lower λ) will have lower intrinsic UV
cutoffs and therefore they are only affected for larger L2.
The minima for each λ are when IR and UV corrections are
roughly equal.
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FIG. 20. (Color online) The same SRG-evolved potentials as in
Fig. 19 are used to generate energies, but with N fixed at (a) 8 and
(b) 12 and no restriction on h̄!. Thus UV corrections are not neg-
ligible everywhere. The dashed and dot-dashed lines are predictions
from Eqs. (42) and (44). The horizontal dotted line is the deuteron
binding energy.

V. SUMMARY AND OUTLOOK

In this paper, we revisited the infrared (IR) correction
formula derived in Ref. [2] for a truncated harmonic oscillator
(HO) basis expansion, using the simplified case of a two-
particle system as a controlled theoretical laboratory. We used
simple model potentials and the deuteron calculated with
realistic potentials to extend and improve the IR formula. We
demonstrated analytically that the spectrum of the squared
momentum operator p2 in a finite oscillator basis is identical
to the one in a spherical box with a hard wall. The minimum
eigenvalue of p2 is (πh̄/L2)2, and this identifies L2 as the box
radius. While these results have been obtained in finite but
large oscillator spaces, they also hold in practical applications
in much smaller spaces. We showed how errors parametrized
in terms of an effective hard-wall radius L from different N
and h̄! combinations all lie on the same curve, but only if
the UV error is sufficiently small and, for smaller N , only if
L is defined as L2 [see Eq. (7)]. The determination of L2 as
the box radius also allows us to extract phase shifts from the
positive-energy solutions in the oscillator basis.

The fall-off with L2 of the IR correction to bound-state
energies is found to be an exponential independent of the
potential or whether a ground or excited states (or whether we
are in one or three dimensions). This conclusion is validated by
the derivation and testing of explicit formulas for the energy
corrections that depend only on on measurable bound-state
properties: the energy and residue of the bound-state pole
of the S matrix (or the binding momentum and asymptotic
normalization constant).
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FIG. 21. (Color online) Triton energy versus L2 (here calculated
with the deuteron-neutron reduced mass) for the two- and three-
nucleon potential in Ref. [27] unitarily evolved by the SRG to
four different resolutions (specified by λ) with the same binding
energy [27,28]. Only larger h̄! points are plotted to minimize the UV
contamination. The horizontal dotted line is the exact triton binding
energy for this interaction.
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between high-momentum and low-momentum potential ma-
trix elements, thereby lowering the effective UV cutoff. Thus
these potentials are useful tools to assess the role of UV
corrections.

We first consider results with N and h̄! chosen to ensure
small UV corrections, as in all prior figures. All the quantities
on the right-hand side of formula Eq. (44) are invariant under
SRG evolution. Therefore, if it is an accurate representation
of the IR energy corrections from truncating the HO basis,
then the E(L2) vs L2 points for different SRG λ should lie
on the same curve. Figure 19 shows that this is the case, and
the curve is the same as for the unevolved potential in Fig. 18.
(Only selected points are plotted for readability.)

Finally, in Fig. 20 we relax the condition that the UV
corrections are small compared to IR corrections. In particular,
we fix N at 8 and 12 and scan through the full range of h̄!.
We observe that with increasing L2, each of the curves with
a given λ eventually deviates from the universal curve, first
with λ = 3.0 fm−1 and then later with decreasing λ or with
higher N . We can understand this in terms of the behavior
of the induced UV cutoff. For fixed N , Eq. (7) tells us that
increasing L2 means increasing b (or decreasing h̄!). But
at fixed N , #UV ∝ 1/b, so the UV cutoff will be decreasing
and the corresponding UV energy correction increasing. Thus
the curves at fixed λ correspond to the curves seen in
conventional plots of energy versus h̄! (e.g., see Ref. [8]).
The softer potentials (lower λ) will have lower intrinsic UV
cutoffs and therefore they are only affected for larger L2.
The minima for each λ are when IR and UV corrections are
roughly equal.
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FIG. 20. (Color online) The same SRG-evolved potentials as in
Fig. 19 are used to generate energies, but with N fixed at (a) 8 and
(b) 12 and no restriction on h̄!. Thus UV corrections are not neg-
ligible everywhere. The dashed and dot-dashed lines are predictions
from Eqs. (42) and (44). The horizontal dotted line is the deuteron
binding energy.

V. SUMMARY AND OUTLOOK

In this paper, we revisited the infrared (IR) correction
formula derived in Ref. [2] for a truncated harmonic oscillator
(HO) basis expansion, using the simplified case of a two-
particle system as a controlled theoretical laboratory. We used
simple model potentials and the deuteron calculated with
realistic potentials to extend and improve the IR formula. We
demonstrated analytically that the spectrum of the squared
momentum operator p2 in a finite oscillator basis is identical
to the one in a spherical box with a hard wall. The minimum
eigenvalue of p2 is (πh̄/L2)2, and this identifies L2 as the box
radius. While these results have been obtained in finite but
large oscillator spaces, they also hold in practical applications
in much smaller spaces. We showed how errors parametrized
in terms of an effective hard-wall radius L from different N
and h̄! combinations all lie on the same curve, but only if
the UV error is sufficiently small and, for smaller N , only if
L is defined as L2 [see Eq. (7)]. The determination of L2 as
the box radius also allows us to extract phase shifts from the
positive-energy solutions in the oscillator basis.

The fall-off with L2 of the IR correction to bound-state
energies is found to be an exponential independent of the
potential or whether a ground or excited states (or whether we
are in one or three dimensions). This conclusion is validated by
the derivation and testing of explicit formulas for the energy
corrections that depend only on on measurable bound-state
properties: the energy and residue of the bound-state pole
of the S matrix (or the binding momentum and asymptotic
normalization constant).
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FIG. 21. (Color online) Triton energy versus L2 (here calculated
with the deuteron-neutron reduced mass) for the two- and three-
nucleon potential in Ref. [27] unitarily evolved by the SRG to
four different resolutions (specified by λ) with the same binding
energy [27,28]. Only larger h̄! points are plotted to minimize the UV
contamination. The horizontal dotted line is the exact triton binding
energy for this interaction.

044326-13

Moore!et!al.,!Phy.!Rev.!C87,!044326!(2013)!!

Deuteron!g.s.!Energy!
EM(500)!–!N3LO!two?nucleon!force!

5 10 15 20 25 30 35 40

-5

-4

-3

-2

-1

0
         =  5
         =  7
         =  9
         = 11
Exact result

4He

G
ro

un
d 

st
at

e 
en

er
gy

, E
0 [

M
eV

]

ℏΩ [MeV]

Nmax

Nmax

Nmax
Nmax

4 6 8 10 12 14 16 18
-5

-4

-3

-2

-1

0

1

2

3
Eg

.s
. [

M
eV

]
y=-4.7978+1319.8*exp(-2*0.8068*x) [fit]
Mnax=5
Mnax=7
Mnax=9
Mnax=11

3 4 5 6 7 8
-5

-4

-3

-2

-1

0

1

Eg
.s

. [
M

eV
]

L2 [fm]

L2 [fm]

4He

HAL469!

HAL469!



Results for binding 
E!

4?α!

16O!4He!D!

10?α!

40Ca!

?5.09!MeV!

?18/?20!MeV!

~!?70(?80)!MeV!

(?20.4)!
(?50.9)!

2?3!M
eV

!

20?30!M
eV

!

4?α!

10?α!

?28.2!MeV!

?127!MeV!

~!?340!MeV!

(?112.8)!

(?282)!

~15!M
eV

!

~60!M
eV

!

HALQCD!@!

mπ=!469!MeV!!

experiment!

?2.2!MeV!

…unbound…!

NB:!All!calcula=ons!assuming!

spherical!wave!func=ons…!

C.!McIlroy,!CB,!et!al.,!arXiv:1701.02607![nucl+th]!



Matter distribution of 16O and 40Ca: 
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FIG. 3. (Color online) Single particle spectral strength distribution of
16O obtained from the dressed propagator in the full G-matrix plus
ADC(3) approach. Each panel displays partial waves of di↵erent
angular momenta. The vertical axes give the quasiparticle energies
(that is, the poles of Eq. (1)), while the length of the horizontal bars
give the calculated spectroscopic factors.

only the 1S0, 3S1 and 3D1 partial waves and therefore neglects
the three-body forces and spin-orbit interactions.

Figure 3 demonstrates the spectral strength distributions of
16O obtained for Nmax=11 and ~⌦ = 11MeV. Quasiparticle
fragments corresponding to spin-orbit partners do not split due
to the absence of a spin-orbit term in HAL469. Otherwise, all
the remaining qualitative features of the experimental spec-
tral distribution are seen also for the MPS=469 MeV/c2 case.
A closer look to particle-hole gaps shows that the calculated
separation between the s1/2 and p1/2 dominant peaks in 16O
is 8.0 MeV, while the empirical value is 11.5 MeV. The spec-
tral strength of 40Ca is similar; however we obtain a gap of
10.1 MeV between the f7/2 and d3/2 states, while the experi-
ment is 7.5 MeV. These findings are reflected in the calculated
point-matter distributions and root mean square radii shown
in Fig. 4 and Tab. II. Radii are larger (smaller) that the ex-
periment for 16O (40Ca). The small size of calcium can be
understood in terms of the higher pseudo-scalar mass that re-
duces the range of the Yukawa interaction. On the other hand,
the large spatial extension computed for 16O is consistent with
the suggestion of an unbound state that would expand to in-
finity if the oscillator walls were removed. The HF approach
of Eq. (4) and the standard BHF approaches give similar radii
in spite that they predict very di↵erent binding energies (see
Tab. II). However, radii are increased by full many-body cor-
relations. For all nuclei, the full G-matrix plus ADC(3) cal-
culations pushes the matter distribution to larger radii and re-
duces the central density. For charge radii in Tab. II we as-
sumed the physical charge distributions of the proton and the
neutron (see Ref. [53] for details).

Summary. We investigated the use of a G-matrix for re-
summing missing two-nucleon scattering diagrams outside
the usual truncations of the many-body spaces, while a full
ab initio ADC(3) approach has been retained within the model
space itself. A benchmark on 4He shows that the present im-
plementation works relatively well and it allows to solve the
self-consistent Green’s function for the HAL QCD potentials
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FIG. 4. (Color online) Point-matter distributions of 16O and 40Ca.
The HF density distribution is obtained from the solutions of refer-
ence state of Eq. (4), while ADC(3) is the fully fragmented spectral
function. BHF labels the results from Ref. [22].

derived from Lattice QCD. For the HAL469 force, the total
binding energy agrees with the exact 4He benchmark within
10% and shows that ab initio methods can be improved to
reach large nuclei even with hard nuclear interactions.

The present accuracy is su�cient to make semi-quantitative
statements on doubly magic nuclei, which are less bound com-
pared to earlier BHF estimates. For the HAL QCD potentials
we have found that the behaviour when lowering the pion
mass towards the physical values is consistent with the idea
that nuclei near to the traditional magic numbers are formed
first. At MPS=469 MeV/c2, in the SU(3) limit of QCD, both
4He and 40Ca have bound ground states while the deuteron
is unbound and 16O decays into four separate alpha particles.
However, 16O is close to become bound. The calculated nu-
clear spectral functions reflect the di↵erent nuclear sizes (con-
sistently with the shorter range of the Yukawa interaction) and
the missing spin-orbit interactions; they are otherwise qualita-
tively consistent with experimental observations.

Important future work will be the inclusion the spin-orbit as
well as three-nucleon forces, and LQCD calculations for these
interactions are in progress [56, 57]. In addition, similar stud-
ies at physical quark masses are expected in near future, since
LQCD simulations for nuclear and hyperon forces at almost
physical quark masses are currently underway [39–41].

16O 40Ca
rpt�matter: BHF [22] 2.35 fm 2.78 fm

HF 2.39 fm 2.78 fm
G(!) + ADC(3) 2.64 fm 2.97 fm

rcharge: G(!) + ADC(3) 2.77 fm 3.08 fm
Experiment [54, 55] 2.73 fm 3.48 fm

TABLE II. Computed matter and charge radii of 16O and 40Ca using
MPS=469 MeV. Results are given for di↵erent levels of approxima-
tions and the charge radii from the full G-matrix plus ADC(3) are
compared to the experimental values.
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Expt!(phys!mπ):!!11.5!MeV!

!

!

!

!

!

!

40Ca ! ! !!

mπ=!469!MeV:!!!~10!MeV!

Expt!(phys!mπ):!!!7.5!MeV!

!

C.!McIlroy,!CB,!et!al.,!arXiv:1701.02607![nucl+th]!
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independent 
particle picture? 



Future application for Ys in nuclei now possible 

r [fm]�

V(
r)

 [
M

eV
]�

NN(3S1) tensor potential

pre
lim
ina
ry

Qualitatively similar tail to 
OPEP force

• wall src. -> smeared src. with two baryon separated (a la CalLat)

• can use data at smaller t

• large statistics -> all-to-all propagators

• Other noise reductions (?)

reduction of errors is 
definitely needed.

16年10月6日木曜日

Potentials at physical pion

K-computer [10PFlops]�

Potential�

�� potential

Phase Shifts�

pr
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na
ry
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ry

Strong attraction Vicinity of bound/unbound (~ unitary limit) 

2+1 flavor QCD, m� � 145 MeV, a � 0.085 fm, L � 8 fm

The most strange dibaryon ?
16年10月6日木曜日

•  !Physical!mass!now!under!reach!(mπ≈!145!MeV)!!for!hyperons!

•  !Need!to!improve!on!sta=s=c!for!the!NN!sector!!

HALQCD coll. -- Talk of S. Aoki at Kavli institute, Oct. 2016!



Summary 
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!!!� Mid-masses and chiral interactions: 

#   Leading order 3NF are crucial to predict many important features that  
are observed experimentally (drip lines, saturation, orbit evolution, etc…) 

#   Experimental binding is predicted accurately up to the lower sd shell 
(A≈30) but deteriorates for medium mass isotopes (Ca and above) with 
roughly 1 MeV/A over binding. 
 

# New fits of chiral interaction are promising for low-energy observables 
and for scattering (see A. Idini, next). 

 
HALQCD Nuclear forces: 

#   Strong short range behavior calls for new 
ideas in  ab-initio many-body methods. Diagram 
resummation through G-matrix is good starting  
point (to be extended) 

#   At mπ=469MeV, closed shell 4He, 16O and 40Ca are bound. But oxygen is 
unstable toward 4-! break up, calcium stays bound. Underestimation of radii 
increases with A do to large saturation density (as for EM(500)+NLO3NF). 
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NN potentials from QCD

● Left:  NN potentials in partial waves at the lightest mq.
● Repulsive core & attractive pocket & strong tensor force.
● Similar to phenomenological potentials qualitatively.
● Least χ2 fit of data which give central value of observable.
● Higher orders in velocity expansions are not available yet.

We restrict us to these leading order potentials.

● Right:  Quark mass dependence of V(r) of NN 1S0.
● Potentials become stronger as mq decrease.

e.g.  AV18
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Mystery  Surrounding  Neutron  Stars  Heats  Up
Scientists  have  long  thought  that  nuclear  reactions

within  the  crust  of  a  neutron  star  contributed  to  the

heating  of  the  star’s  surface.  However,  new  research

recently  published  in  Nature  by  a  team  at  Michigan  State

University  has  researchers  rethinking  that...

PAC38  Call  for  Proposals

The  38th  meeting  of  the  NSCL  Program  Advisory

Committee  (PAC)  meeting  will  be  held  approximately

April  14-15,  2014.  The  Call  for  Proposals  will  be

announced  on  approximately  December  9,  2013,  with  a

proposal  submission  deadline  of  approximately  February

21,  2014.  We  anticipate  that  first  experiments  with  ReA3

will  be  possible  starting  in  September  2014.  Due  to  the

limited  operational  experience  with  ReA3,  PAC38  will

consider  experiments  only  for  a  limited  set  of  beams  and

intensities.
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CANHP2015, Oct 8, Kyoto

for

 HAL QCD Collaboration
 S. Aoki YITP Kyoto Univ.
 T. Doi RIKEN Nishina
 T. Hatsuda RIKEN Nishina
 Y. Ikeda RIKEN Nishina
 T. I. Nihon Univ.
 N. Ishii RCNP Osaka Univ.
 K. Murano RCNP Osaka Univ.
 H. Nemura Univ. Tsukuba
 K. Sasaki Univ. Tsukuba
 F. Etminan Univ. Birjand
 T. Miyamoto Univ. Tsukuba
 T. Iritani Stony Brook Univ.
 S. Gongyo YITP Kyoto Univ.

Studies on nuclei starting from
quantum chromodynamics
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