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Set-up

⦿ Two sets of 2N+3N chiral interactions

[Entem & Machleidt 2003; Navrátil 2007; Roth et al. 2012]

➟ Conventional* N3LO 2N (500 MeV) + N3LO 3N (400 MeV)    [EM]
✓ SRG-evolved to 1.88-2.0 fm-1

➟ Unconventional* N2LO 2N+3N (450 MeV)    [NNLOsat]

* With respect to the usual reductionist strategy of ab initio calculations

✓ bare
[Ekström et al. 2015]
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NNLOsatEM

○ LECs fitted on A=2, 3, 4 ○ LECs fitted on A≤25

○ Simultaneous optimisation○ Sequential optimisation



Set-up

⦿ Two sets of 2N+3N chiral interactions

⦿ Different many-body approaches

[Entem & Machleidt 2003; Navrátil 2007; Roth et al. 2012]

➟ Conventional* N3LO 2N (500 MeV) + N3LO 3N (400 MeV)    [EM]
✓ SRG-evolved to 1.88-2.0 fm-1

➟ Unconventional* N2LO 2N+3N (450 MeV)    [NNLOsat]

* With respect to the usual reductionist strategy of ab initio calculations

➟ Self-consistent Green’s functions

○ Closed-shell Dyson scheme   [DGF]

➟ In-medium similarity renormalisation group

○ Open-shell Gorkov scheme   [GGF]

[Schirmer et al. 1983; Cipollone, Barbieri & Navrátil 2013; …]

[Somà, Duguet & Barbieri 2011, …]

○ Closed-shell single-reference scheme   [SR-IMSRG]
○ Open-shell multi-reference scheme   [MR-IMSRG] [Hergert et al. 2013, …]

[Tsukiyama, Bogner & Schwenk 2011, …]

✓ bare
[Ekström et al. 2015]



Self-consistent Green’s function theory
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlated self-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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FIG. 3. Second-order anomalous self-energies !21 (2′) (left) and
!21 (2′′) (right). See Fig. 1 for conventions.

expressions, let us introduce useful quantities

Mk1k2k3
a ≡

∑

ijk

V̄akij U k1
i U k2

j V̄k3
k , (69a)

Pk1k2k3
a ≡

∑

ijk

V̄ak̄ij̄ U k1
i Vk2

k Ū k3
j = Mk1k3k2

a , (69b)

Rk1k2k3
a ≡

∑

ijk

V̄ak̄īj Vk1
k U k2

j Ū k3
i = Mk3k2k1

a , (69c)

and

N k1k2k3
a ≡

∑

ijk

V̄akij Vk1
i Vk2

j Ū k3
k , (70a)

Qk1k2k3
a ≡

∑

ijk

V̄ak̄ij̄ Vk1
i U k2

k V̄k3
j = N k1k3k2

a , (70b)

Sk1k2k3
a ≡

∑

ijk

V̄ak̄īj U k1
k Vk2

j V̄k3
i = N k3k2k1

a , (70c)

in terms of which second-order self-energies are expressed
below. Using relations (41) one shows that

M̄k1k2k3
a = ηa Mk1k2k3

ã , (71a)

P̄k1k2k3
a = ηa Pk1k2k3

ã , (71b)

R̄k1k2k3
a = ηa Rk1k2k3

ã , (71c)

and

N̄ k1k2k3
a = −ηa N k1k2k3

ã , (72a)

Q̄k1k2k3
a = −ηa Qk1k2k3

ã , (72b)

S̄k1k2k3
a = −ηa Sk1k2k3

ã . (72c)

Given that P and R can be obtained from M through odd
permutations of indices {k1, k2, k3} and taking into account
the symmetries of interaction matrix elements, one can prove
that such quantities display the properties

∑

k1k2k3

Mk1k2k3
a Mk1k2k3

b

∗ = +
∑

k1k2k3

Pk1k2k3
a Pk1k2k3

b

∗

= +
∑

k1k2k3

Rk1k2k3
a Rk1k2k3

b

∗
, (73a)

and
∑

k1k2k3

Mk1k2k3
a Pk1k2k3

b

∗ = +
∑

k1k2k3

Mk1k2k3
a Rk1k2k3

b

∗

= +
∑

k1k2k3

Pk1k2k3
a Mk1k2k3

b

∗

= −
∑

k1k2k3

Pk1k2k3
a Rk1k2k3

b

∗

= +
∑

k1k2k3

Rk1k2k3
a Mk1k2k3

b

∗

= −
∑

k1k2k3

Rk1k2k3
a Pk1k2k3

b

∗
. (73b)

Similarly, for N , Q, and S one has
∑

k1k2k3

N k1k2k3
a

∗ N k1k2k3
b = +

∑

k1k2k3

Qk1k2k3
a

∗ Qk1k2k3
b

= +
∑

k1k2k3

Sk1k2k3
a

∗ Sk1k2k3
b , (74a)

and
∑

k1k2k3

N k1k2k3
a

∗ Qk1k2k3
b = +

∑

k1k2k3

N k1k2k3
a

∗ Sk1k2k3
b

= +
∑

k1k2k3

Qk1k2k3
a

∗ N k1k2k3
b

= −
∑

k1k2k3

Qk1k2k3
a

∗ Sk1k2k3
b

= +
∑

k1k2k3

Sk1k2k3
a

∗ N k1k2k3
b

= −
∑

k1k2k3

Sk1k2k3
a

∗ Qk1k2k3
b . (74b)

Analogous properties can be derived for terms mixing
{M,P,R} and {N ,Q,S}.

Let us now consider !11, whose second-order contribu-
tions, evaluated in Eqs. (B17) and (B19), can be written as

!
11 (2′)
ab (ω)

= 1
2

∑

k1k2k3

{
Mk1k2k3

a

(
Mk1k2k3

b

)∗

ω − Ek1k2k3 + iη
+

(
N̄ k1k2k3

a

)∗ N̄ k1k2k3
b

ω + Ek1k2k3 − iη

}

,

(75)

!
11 (2′′)
ab (ω)

= −
∑

k1k2k3

{
Mk1k2k3

a

(
Pk1k2k3

b

)∗

ω − Ek1k2k3 + iη
+

(
N̄ k1k2k3

a

)∗ Q̄k1k2k3
b

ω + Ek1k2k3 − iη

}

,

(76)

where the notation Ek1k2k3 ≡ ωk1 + ωk2 + ωk3 has been intro-
duced. Summing the two terms and using properties (73) and
(74) one obtains

!
11 (2′+2′′)
ab (ω)

=
∑

k1k2k3

{
Ck1k2k3

a

(
Ck1k2k3

b

)∗

ω − Ek1k2k3 + iη
+

(
D̄k1k2k3

a

)∗ D̄k1k2k3
b

ω + Ek1k2k3 − iη

}

, (77)

where

Ck1k2k3
a ≡ 1√

6

[
Mk1k2k3

a − Pk1k2k3
a − Rk1k2k3

a

]
, (78a)

Dk1k2k3
a ≡ 1√

6

[
N k1k2k3

a − Qk1k2k3
a − Sk1k2k3

a

]
. (78b)

Notice that from Eqs. (71) and (72) follow C̄k1k2k3
a =

+ηa Ck1k2k3
ã and D̄k1k2k3

a = −ηa Dk1k2k3
ã . All other second-order
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlated self-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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We extend Gorkov-Green’s function formalism to the algebraic diagrammatic construction scheme
at third order [ADC(3)].

I. INTRODUCTION

There are 17 topologically distinct diagrams contribut-
ing to Gorkov ADC(3), all containing three interaction
lines. One interaction line is always connected to the in-
coming propagator, another one to the outgoing propaga-
tor. The diagrams can be then divided into three classes
depending on the nature of the intermediate interaction
line (not connected to any external line):

• Class A (intermediate “particle-particle1”)

• Class B (intermediate “hole-hole”)

• Class C (intermediate “particle-hole”)

We can further label a diagram according to the posi-
tion of the “hole” line (first from the left, second or third)
in the top and bottom interaction respectively, i.e. each
diagram will be denoted with Xij , where X ∈ {A,B,C}
and {i, j} ∈ {1, 2, 3}. In Figs. 1, 2 and 3 diagrams of
class A, B and C respectively are displayed.

1
4

A33

1
2

A32 = A31

1
2

A23 = A13 A11 = A22 = A12 = A21

FIG. 1. Gorkov ADC(3) diagrams of class A

∗ c.barbieri@surrey.ac.uk
† thomas.duguet@cea.fr
‡ vittorio.soma@cea.fr

1 In Dyson language.

2

1
4

B33

1
2

B32 = B31

1
2

B23 = B13 B11 = B22 = B12 = B21

FIG. 2. Gorkov ADC(3) diagrams of class B

C33 C32 C31

C23 C22 C21

C13 C12 C11

FIG. 3. Gorkov ADC(3) diagrams of class C
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlated self-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a

∣∣Xk
a

∣∣2 = 1 +
∑

ab

Xk†
a

∂#ab(ω)
∂ω

∣∣∣∣
+ωk

Xk
b, (64a)

∑

a

∣∣Yk
a

∣∣2 = 1 +
∑

ab

Yk†
a

∂#ab(ω)
∂ω

∣∣∣∣
−ωk

Yk
b, (64b)

where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
11 (1)
ab = +

∑

cd

V̄acbd ρdc ≡ +&ab = +&
†
ab, (65a)

#
22 (1)
ab = −

∑

cd

V̄b̄dāc ρ∗
cd = −&∗

āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
bācd̄

ρ̃∗
cd = +h̃

†
ab, (65d)

where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give

∑

b

(
Tab + &ab − µ δab h̃ab

h̃
†
ab −T ∗

āb̄
− &∗

āb̄
+ µ δāb̄

) (
U k

b

Vk
b

)

= ωk

(
U k

a

Vk
a

)

, (66)

which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
∑

k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
a =

∑

k

U k∗
a β

†
k + V̄k

a βk. (67b)

Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑

a

∣∣Yk
a

∣∣2 =
∑

a

∣∣U k
a

∣∣2 +
∑

a

∣∣Vk
a

∣∣2 = 1. (68)

Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlated self-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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normal and anomalous irreducible self-energies. Working
in the energy representation the latter read

Σ̃ab(ω) ≡

⎛

⎝

Σ̃11
ab(ω) Σ̃12

ab(ω)

Σ̃21
ab(ω) Σ̃22

ab(ω)

⎞

⎠ , (33)

which can be divided into a proper part and a contribu-
tion coming from the auxiliary potential, i.e.

Σ̃ab(ω) ≡ Σab(ω)−Uab . (34)

Finally, Dyson’s equation is generalized as set of coupled
equations involving the two types of propagators and self-
energies. These are known as Gorkov equations [27] and
read, in Nambu’s notation,

Gab(ω) = G
(0)
ab (ω)+

∑

cd

G
(0)
ac (ω)Σ

⋆
cd(ω)Gdb(ω) . (35)

As Dyson’s equation in the standard case, Gorkov’s equa-
tions represent an expansion of interacting or dressed
single-particle normal and anomalous Green’s functions
in terms of unperturbed ones.
If the method is self-consistent, the final result does

not depend on the choice of the auxiliary potential, which
disappears from the equations once the propagators are
dressed with the corresponding self-energies. From a
practical point of view it is useful to track where the aux-
iliary potential enters and how its cancellation is eventu-
ally worked out. This is addressed in Section VA, where
the solution of Gorkov’s equations is discussed. In partic-
ular, and since such a solution is to be found through an
iterative procedure, one is however interested in choosing
a good auxiliary potential as a starting point.
Let us further remark that, as the auxiliary potential

(30) has a one-body character, i.e. it acts as a mean

field, the search for the ground state of ΩU will corre-
spond to the solution of a Bogoliubov-like problem, as
becomes evident if writing the unperturbed grand poten-
tial in matrix form

[ΩU ]ab =

(

tab − µab + Uab Ũ †
ab

Ũab −tab + µab − Uab

)

. (36)

In fact a convenient choice for ΩU is constituted by
ΩHFB , i.e. one first solves the Hartree-Fock-Bogoliubov
problem and then uses the resulting propagators GHFB

ab
as the unperturbed ones. Notice that the self-energy
corresponding to this solution, ΣHFB , eventually differs
from the first-order self-energy Σ(1) if higher orders are
included in the calculation because of the associated self-
consistent dressing of the one-body propagator.

IV. LEHMANN REPRESENTATION

A. Exact form

In view of obtaining a form of Gorkov’s equations
that is suitable for their numerical implementation, one
wishes to derive a Lehmann representation of the dressed
Green’s functions.
Let us first consider the case of normal propagators

and take G11 as an example. Substituting Eq. (15)
into Eq. (21a) and expressing the creation and annihila-
tion operators in the Schrödinger representation (see Eq.
(22)), one obtains (here and in the following all sums over
N,N ′, ... etc. are assumed to contain only even values,
unless stated otherwise)

G11
ab(t, t

′) = −i
∑

NN ′

c∗N ′cN ⟨ψN ′

0 |T
{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

= −i
∑

N

c∗NcN⟨ψN
0 |T

{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

= −iθ(t− t′)
∑

N

|cN |2⟨ψN
0 |aa(t)a†b(t

′)|ψN
0 ⟩+ iθ(t′ − t)

∑

N

|cN |2⟨ψN
0 |a†b(t

′)aa(t)|ψN
0 ⟩

= −iθ(t− t′)
∑

N

|cN |2 ei(E
N
0 −µN)te−i(EN

0 −µN)t′ ⟨ψN
0 |aa e−iΩ(t−t′) a†b|ψ

N
0 ⟩

+ iθ(t′ − t)
∑

N

|cN |2 ei(E
N
0 −µN)t′e−i(EN

0 −µN)t ⟨ψN
0 |a†b e

iΩ(t−t′) aa|ψN
0 ⟩ . (37)

The complete set of eigenstates of Ω in Fock space is now inserted twice and the corresponding eigenvalues when
acting with the exponential are substituted. Due to the number N in the external bra and ket, only the contributions
with N + 1 (N − 1) particles survives in the first (second) completeness relationship, such that

Ω|ψN±1
k ⟩ = [H − µN ]|ψN±1

k ⟩
= [EN±1

k − µ(N ± 1)]|ψN±1
k ⟩ (38)

with
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including quasiparticle-phonon couplings in the self-energy,
either phenomenologically [15] or in the framework of nuclear
field theory [16]. Recently, we have introduced a fully ab initio
approach based on the Gorkov ansatz that extends the SCGF
formalism to open-shell nuclei [17,18]. Together with the
latest advances on elementary internucleon interactions, such
a development paves the way for an ab initio description of
complete isotopic and isotonic chains in the mid-/heavy-mass
region of the nuclear chart.

A crucial issue for ab initio approaches concerns the ability
to perform numerical calculations in increasingly large model
spaces, with the aims of thoroughly checking the convergence
and of constantly extending the reach to heavier systems.
More generally, ab initio methods must eventually assess all
sources of theoretical uncertainties and attribute theoretical
error bands to their predictions. This is a necessary condition to
be in the position of exploiting the remaining discrepancy with
experiment as a measure of the quality of the input many-body
Hamiltonian. The intent of the present work is to discuss
the numerical implementation of Gorkov-Green’s function
techniques for finite systems and evaluate uncertainties as-
sociated with model-space truncations and the algorithm used
to solve Gorkov’s equation. Other sources of error, including
uncertainties related to renormalization group transformations
of the Hamiltonian and to many-body truncations have already
been discussed in the literature [6,8] and will be addressed
thoroughly for Gorkov theory in future works.

A long-standing problem with self-consistent calculations
of one-body propagators in finite systems concerns the rapid
increase of the number of poles generated at each iterative step.
The fast growth is expected as the Lehmann representation
of one-body Green’s functions [see Eqs. (3) and (13) below]
develops a continuous cut along the real energy axis in
connection with unbound states. This cut is discretized by a
growing number of discrete energy states as the the size of the
model space is increased. In practical calculations, one needs
to limit the number of discretized poles in a way that self-bound
systems can still be accurately calculated. Traditionally, this
has been achieved by either binning the self-energy poles along
the energy axis or by employing Lanczos algorithms to project
the energy denominators onto smaller Krylov spaces [19–24].
The latter approach is preferable since the original self-energy
is retrieved in the limit of increasing Krylov basis size.
However, corresponding calculations relied on the further
approximation that the self-energy is diagonal in the one-body
Hilbert space. This approximation can result in significant
inaccuracies and should be avoided. Moreover, several pivots
are necessary to correctly reproduce the off-diagonal features
of the self-energy, leading to a block Lanczos algorithm [25].
Other works have avoided Krylov projection techniques and
performed self-consistent calculations by manually selecting
the set of poles carrying the largest strength while collecting
the others into few effective poles. These ad hoc procedures
have led to successful investigations [26,27] but do not offer
the possibility to systematically assess errors.

Our recent SCGF calculations [6,18,28,29] have relied on
modified Lanczos and Arnoldi algorithms to perform reduction
to Krylov spaces defined by multiple pivots, as originally
suggested in Ref. [25]. This approach guarantees convergence

to the full original self-energy in the limit of increasing
Krylov space dimension and, hence, is suitable for ab initio
calculations. However, no account has been given so far of the
performance and accuracy of this method in nuclear structure
applications. One aim of the present work is to fill this gap.

The paper is organized as follows. In Sec. II Gorkov-
Green’s function theory is briefly reviewed, with a focus on
the aspects inherent to the solution of Gorkov’s equation. In
Sec. III the numerical implementation of Gorkov’s equation is
discussed, with particular emphasis on the modified Lanczos
algorithm employed in the diagonalization. A remainder of the
relevant Lanczos formulas as well as details on the treatment
of chemical potentials can be found in the Appendixes. The
performance of the Krylov projection is analyzed in Sec. IV A.
In Sec. IV B different degrees of self-consistency in the
iterative solution of Gorkov’s equations are compared. The
dependence of the results on the size of the single-particle
model space, i.e., on the basis used to represent the matrix
elements of one and two-body operators at play, is investigated
in Sec. IV C, followed by final remarks in Sec. V.

II. GORKOV-GREEN’S FUNCTION THEORY

A. Gorkov’s equation

Given the intrinsic Hamiltonian

Hint ≡ T + V − TCM, (1)

Gorkov-SCGF theory targets the ground state |!0⟩ of the
grand-canonical-like potential " ≡ Hint − µp Ẑ − µn N̂ , hav-
ing the targeted proton Z = ⟨!0|Ẑ|!0⟩ and neutron N =
⟨!0|N̂ |!0⟩ numbers on average. Here, µp (µn) denotes the
proton (neutron) chemical potential and Ẑ (N̂ ) the proton-
(neutron-)number operator.

The complete dynamics is embodied in a set of four Green’s
functions known as Gorkov’s propagators [30],2

G(ω) =
(

G11(ω) G12(ω)
G21(ω) G22(ω)

)
, (2)

whose matrix elements read in the Lehmann representation

G11
ab(ω) =

∑

k

{
U k

a U k∗
b

ω − ωk + iη
+ V̄k∗

a V̄k
b

ω + ωk − iη

}
, (3a)

G12
ab(ω) =

∑

k

{
U k

a Vk∗
b

ω − ωk + iη
+ V̄k∗

a Ū k
b

ω + ωk − iη

}
, (3b)

G21
ab(ω) =

∑

k

{
Vk

a U k∗
b

ω − ωk + iη
+ Ū k∗

a V̄k
b

ω + ωk − iη

}
, (3c)

G22
ab(ω) =

∑

k

{
Vk

a Vk∗
b

ω − ωk + iη
+ Ū k∗

a Ū k
b

ω + ωk − iη

}
. (3d)

2Two-dimensional matrices in Gorkov space are denoted in boldface
throughout the paper. Nonboldface quantities are used for vectors and
matrices defined on the one-body Hilbert space H1. Their specific
matrix elements are denoted by latin letter subscripts {a,b, . . .}, which
label single-particle basis states of H1.
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normal and anomalous irreducible self-energies. Working
in the energy representation the latter read

Σ̃ab(ω) ≡

⎛

⎝

Σ̃11
ab(ω) Σ̃12

ab(ω)

Σ̃21
ab(ω) Σ̃22

ab(ω)

⎞

⎠ , (33)

which can be divided into a proper part and a contribu-
tion coming from the auxiliary potential, i.e.

Σ̃ab(ω) ≡ Σab(ω)−Uab . (34)

Finally, Dyson’s equation is generalized as set of coupled
equations involving the two types of propagators and self-
energies. These are known as Gorkov equations [27] and
read, in Nambu’s notation,

Gab(ω) = G
(0)
ab (ω)+

∑

cd

G
(0)
ac (ω)Σ

⋆
cd(ω)Gdb(ω) . (35)

As Dyson’s equation in the standard case, Gorkov’s equa-
tions represent an expansion of interacting or dressed
single-particle normal and anomalous Green’s functions
in terms of unperturbed ones.
If the method is self-consistent, the final result does

not depend on the choice of the auxiliary potential, which
disappears from the equations once the propagators are
dressed with the corresponding self-energies. From a
practical point of view it is useful to track where the aux-
iliary potential enters and how its cancellation is eventu-
ally worked out. This is addressed in Section VA, where
the solution of Gorkov’s equations is discussed. In partic-
ular, and since such a solution is to be found through an
iterative procedure, one is however interested in choosing
a good auxiliary potential as a starting point.
Let us further remark that, as the auxiliary potential

(30) has a one-body character, i.e. it acts as a mean

field, the search for the ground state of ΩU will corre-
spond to the solution of a Bogoliubov-like problem, as
becomes evident if writing the unperturbed grand poten-
tial in matrix form

[ΩU ]ab =

(

tab − µab + Uab Ũ †
ab

Ũab −tab + µab − Uab

)

. (36)

In fact a convenient choice for ΩU is constituted by
ΩHFB , i.e. one first solves the Hartree-Fock-Bogoliubov
problem and then uses the resulting propagators GHFB

ab
as the unperturbed ones. Notice that the self-energy
corresponding to this solution, ΣHFB , eventually differs
from the first-order self-energy Σ(1) if higher orders are
included in the calculation because of the associated self-
consistent dressing of the one-body propagator.

IV. LEHMANN REPRESENTATION

A. Exact form

In view of obtaining a form of Gorkov’s equations
that is suitable for their numerical implementation, one
wishes to derive a Lehmann representation of the dressed
Green’s functions.
Let us first consider the case of normal propagators

and take G11 as an example. Substituting Eq. (15)
into Eq. (21a) and expressing the creation and annihila-
tion operators in the Schrödinger representation (see Eq.
(22)), one obtains (here and in the following all sums over
N,N ′, ... etc. are assumed to contain only even values,
unless stated otherwise)

G11
ab(t, t

′) = −i
∑

NN ′

c∗N ′cN ⟨ψN ′

0 |T
{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

= −i
∑

N

c∗NcN⟨ψN
0 |T

{

aa(t)a
†
b(t

′)
}

|ψN
0 ⟩

= −iθ(t− t′)
∑

N

|cN |2⟨ψN
0 |aa(t)a†b(t

′)|ψN
0 ⟩+ iθ(t′ − t)

∑

N

|cN |2⟨ψN
0 |a†b(t

′)aa(t)|ψN
0 ⟩

= −iθ(t− t′)
∑

N

|cN |2 ei(E
N
0 −µN)te−i(EN

0 −µN)t′ ⟨ψN
0 |aa e−iΩ(t−t′) a†b|ψ

N
0 ⟩

+ iθ(t′ − t)
∑

N

|cN |2 ei(E
N
0 −µN)t′e−i(EN

0 −µN)t ⟨ψN
0 |a†b e

iΩ(t−t′) aa|ψN
0 ⟩ . (37)

The complete set of eigenstates of Ω in Fock space is now inserted twice and the corresponding eigenvalues when
acting with the exponential are substituted. Due to the number N in the external bra and ket, only the contributions
with N + 1 (N − 1) particles survives in the first (second) completeness relationship, such that

Ω|ψN±1
k ⟩ = [H − µN ]|ψN±1

k ⟩
= [EN±1

k − µ(N ± 1)]|ψN±1
k ⟩ (38)
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substituting the Lehmann representation (59) for G and the operatorial form

G
(0)
ab = (ω − ΩU )

−1
ab (61)

for the unperturbed propagator, lead to

lim
ω→−ωk

{

Y
k†
a Y

k
b =

∑

cd

(ω − ΩU )
−1
ac Σ̃cd(ω)Y

k†
d Y

k
b

}

. (62)

Multiplying both sides by (ω − ΩU )ea and summing over a yields

lim
ω→−ωk

{

∑

a

(ω − ΩU )ea Y
k†
a =

∑

d

Σ̃ed(ω)Y
k†
d

}

, (63)

such that (33) and (35) finally allows one to write the matrix equation

ω

(

Vk∗
a

Uk∗
a

)

=
∑

b

(

tab − µab + Σ11
ab(ω) Σ12

ab(ω)
Σ21

ab(ω) −tab + µab + Σ22
ab(ω)

)(

Vk∗
b

Uk∗
b

)

, (64)

where the two sides are evaluated at ω = −ωk. Computing the residue at ωk one similarly obtains

ω

(

Ūk
a

V̄k
a

)

=
∑

b

(

tab − µab + Σ11
ab(ω) Σ12

ab(ω)
Σ21

ab(ω) −tab + µab + Σ22
ab(ω)

)(

Ūk
b

V̄k
b

)

, (65)

expression now evaluated at ω = ωk, which can be rewritten as

∑

b

(

tab − µab + Σ11
ab(ω) Σ12

ab(ω)
Σ21

ab(ω) −tab + µab + Σ22
ab(ω)

)∣
∣
∣
∣
ωk

(

Uk
b

Vk
b

)

= ωk

(

Uk
a

Vk
a

)

. (66)

The latter relationship represents a system of coupled eigenvalue equations for the spectroscopic amplitudes U and
V . The result is independent of the auxiliary potential U , which cancelled out leaving only the proper self-energy
contributions that act as an energy-dependent potential. The self-energy depends in turn on the amplitudes U and V ,
which requires the solution to be obtained through an iterative procedure. At each iteration the chemical potential µ
has to be fixed such that Eq. (16) is fulfilled, which translates into the condition that amplitudes V satisfy

N =
∑

a

ρaa =
∑

a,k

∣
∣Vk

a

∣
∣
2
, (67)

where

ρab ≡ ⟨Ψ0|a†baa|Ψ0⟩ =
∑

k

Vk
b Vk

a
∗

(68)

is the (normal) density matrix.

B. Normalization condition

In order to work out the normalization of the spectroscopic amplitudes let us consider the expansion of Gorkov’s
equations (34) around the pole −ωk. Let us remind that a complex function f(z) can be expanded in a Laurent series
around a point c in the complex plane as

f(z) =
n=+∞
∑

n=−∞

an (z − c)n , (69)

with

an ≡ 1

2πi

∫

C

f(z) dz

(z − c)n+1
, (70)
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F. Matrix representation of Gorkov’s equations

Defining quantities W and Z through

(ωk − Ek1k2k3)Wk1k2k3
k ≡

∑

a

[

Ck1k2k3
a

† Uk
a −Dk1k2k3

a Vk
a

]

(98a)

(ωk + Ek1k2k3)Zk1k2k3
k ≡

∑

a

[

−Dk1k2k3
a Uk

a + Ck1k2k3
a

† Vk
a

]

(98b)

Gorkov’s equations (66) computed in terms of second-order self-energies can be rewritten as

ωk Uk
a =

∑

b

[

(tab − µab + Λab)Uk
b + h̃ab Vk

b

]

+
∑

k1k2k3

[

Ck1k2k3
a Wk1k2k3

k −Dk1k2k3
a

†Zk1k2k3
k

]

, (99a)

ωk Vk
a =

∑

b

[

−(tab − µab + Λab)Vk
b + h̃†

ab U
k
b

]

+
∑

k1k2k3

[

−Dk1k2k3
a

†Wk1k2k3
k + Ck1k2k3

a Zk1k2k3
k

]

, (99b)

which grouped together with Eq. (98) provide a set of four coupled equations for unknowns U , V , W and Z that can
be displayed in a matrix form as

⎛

⎜
⎜
⎝

T − µ+ Λ h̃ C −D†

h̃† −T + µ− Λ −D† C
C† −D E 0
−D C† 0 −E

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

Uk

Vk

Wk

Zk

⎞

⎟
⎟
⎠

= ωk

⎛

⎜
⎜
⎝

Uk

Vk

Wk

Zk

⎞

⎟
⎟
⎠

(100)

where Ξ is an energy-independent Hermitian matrix. The diagonalization of Ξ is equivalent to solving the second-
order Gorkov equations. Such a transformation is made possible by the explicit energy dependence embodied in the
Lehmann representation: the known pole structure of the propagators, and consequently of second-order self-energy
contributions, is used to recast Gorkov’s equations under the form of an energy-independent eigenvalue problem,
whose eigenvalues and eigenvectors yield the complete set of poles of one-body Green’s functions. The solution of this
eigenvalue problem still has to be solved self-consistently together with Eq. (67).
In order to derive a normalization condition for the column vectors in Eq. (100) let us expand Eq. (81) by inserting

the second-order self-energies in the form (95) and (97)

∑

a

∣
∣X

k
a

∣
∣
2
= 1 +

∑

ab

X
k
a
† ∂Σab(ω)

∂ω

∣
∣
∣
∣
ω=ωk

X
k
b

= 1 +
∑

ab

∑

k1k2k3

{

Uk∗
a

∂

∂ω

[

Ck1k2k3
a Ck1k2k3

b

†

ω − Ek1k2k3 + iη
+

Dk1k2k3
a

† Dk1k2k3
b

ω + Ek1k2k3 + iη

]

Uk
b

− Uk∗
a

∂

∂ω

[

Ck1k2k3
a Dk1k2k3

b

ω − Ek1k2k3 + iη
+

Dk1k2k3
a

† Ck1k2k3
b

†

ω + Ek1k2k3 + iη

]

Vk
b

− Vk∗
a

∂

∂ω

[

Dk1k2k3
a

† Ck1k2k3
b

†

ω − Ek1k2k3 + iη
+

Ck1k2k3
a Dk1k2k3

b

ω + Ek1k2k3 + iη

]

Uk
b

+ Vk∗
a

∂

∂ω

[

Dk1k2k3
a

†Dk1k2k3
b

ω − Ek1k2k3 + iη
+

Ck1k2k3
a Ck1k2k3

b

†

ω + Ek1k2k3 + iη

]

Vk
b

}∣
∣
∣
∣
∣
ω=ωk

= 1−
∑

ab

∑

k1k2k3

⎧

⎨

⎩

(

Uk∗
a Ck1k2k3

a − Vk∗
a Dk1k2k3

a
†
) (

Ck1k2k3
b

† Uk
b −Dk1k2k3

b Vk
b

)

(ωk − Ek1k2k3)
2

−

(

Uk∗
a Dk1k2k3

a
† − Vk∗

a Ck1k2k3
a

) (

Dk1k2k3
b Uk

b − Ck1k2k3
b

† Vk
b

)

(ωk + Ek1k2k3)
2

⎫

⎬

⎭

= 1−
∑

k1k2k3

[

Wk1k2k3
k

†Wk1k2k3
k + Zk1k2k3

k

†Zk1k2k3
k

]

. (101)
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including quasiparticle-phonon couplings in the self-energy,
either phenomenologically [15] or in the framework of nuclear
field theory [16]. Recently, we have introduced a fully ab initio
approach based on the Gorkov ansatz that extends the SCGF
formalism to open-shell nuclei [17,18]. Together with the
latest advances on elementary internucleon interactions, such
a development paves the way for an ab initio description of
complete isotopic and isotonic chains in the mid-/heavy-mass
region of the nuclear chart.

A crucial issue for ab initio approaches concerns the ability
to perform numerical calculations in increasingly large model
spaces, with the aims of thoroughly checking the convergence
and of constantly extending the reach to heavier systems.
More generally, ab initio methods must eventually assess all
sources of theoretical uncertainties and attribute theoretical
error bands to their predictions. This is a necessary condition to
be in the position of exploiting the remaining discrepancy with
experiment as a measure of the quality of the input many-body
Hamiltonian. The intent of the present work is to discuss
the numerical implementation of Gorkov-Green’s function
techniques for finite systems and evaluate uncertainties as-
sociated with model-space truncations and the algorithm used
to solve Gorkov’s equation. Other sources of error, including
uncertainties related to renormalization group transformations
of the Hamiltonian and to many-body truncations have already
been discussed in the literature [6,8] and will be addressed
thoroughly for Gorkov theory in future works.

A long-standing problem with self-consistent calculations
of one-body propagators in finite systems concerns the rapid
increase of the number of poles generated at each iterative step.
The fast growth is expected as the Lehmann representation
of one-body Green’s functions [see Eqs. (3) and (13) below]
develops a continuous cut along the real energy axis in
connection with unbound states. This cut is discretized by a
growing number of discrete energy states as the the size of the
model space is increased. In practical calculations, one needs
to limit the number of discretized poles in a way that self-bound
systems can still be accurately calculated. Traditionally, this
has been achieved by either binning the self-energy poles along
the energy axis or by employing Lanczos algorithms to project
the energy denominators onto smaller Krylov spaces [19–24].
The latter approach is preferable since the original self-energy
is retrieved in the limit of increasing Krylov basis size.
However, corresponding calculations relied on the further
approximation that the self-energy is diagonal in the one-body
Hilbert space. This approximation can result in significant
inaccuracies and should be avoided. Moreover, several pivots
are necessary to correctly reproduce the off-diagonal features
of the self-energy, leading to a block Lanczos algorithm [25].
Other works have avoided Krylov projection techniques and
performed self-consistent calculations by manually selecting
the set of poles carrying the largest strength while collecting
the others into few effective poles. These ad hoc procedures
have led to successful investigations [26,27] but do not offer
the possibility to systematically assess errors.

Our recent SCGF calculations [6,18,28,29] have relied on
modified Lanczos and Arnoldi algorithms to perform reduction
to Krylov spaces defined by multiple pivots, as originally
suggested in Ref. [25]. This approach guarantees convergence

to the full original self-energy in the limit of increasing
Krylov space dimension and, hence, is suitable for ab initio
calculations. However, no account has been given so far of the
performance and accuracy of this method in nuclear structure
applications. One aim of the present work is to fill this gap.

The paper is organized as follows. In Sec. II Gorkov-
Green’s function theory is briefly reviewed, with a focus on
the aspects inherent to the solution of Gorkov’s equation. In
Sec. III the numerical implementation of Gorkov’s equation is
discussed, with particular emphasis on the modified Lanczos
algorithm employed in the diagonalization. A remainder of the
relevant Lanczos formulas as well as details on the treatment
of chemical potentials can be found in the Appendixes. The
performance of the Krylov projection is analyzed in Sec. IV A.
In Sec. IV B different degrees of self-consistency in the
iterative solution of Gorkov’s equations are compared. The
dependence of the results on the size of the single-particle
model space, i.e., on the basis used to represent the matrix
elements of one and two-body operators at play, is investigated
in Sec. IV C, followed by final remarks in Sec. V.

II. GORKOV-GREEN’S FUNCTION THEORY

A. Gorkov’s equation

Given the intrinsic Hamiltonian

Hint ≡ T + V − TCM, (1)

Gorkov-SCGF theory targets the ground state |!0⟩ of the
grand-canonical-like potential " ≡ Hint − µp Ẑ − µn N̂ , hav-
ing the targeted proton Z = ⟨!0|Ẑ|!0⟩ and neutron N =
⟨!0|N̂ |!0⟩ numbers on average. Here, µp (µn) denotes the
proton (neutron) chemical potential and Ẑ (N̂ ) the proton-
(neutron-)number operator.

The complete dynamics is embodied in a set of four Green’s
functions known as Gorkov’s propagators [30],2

G(ω) =
(

G11(ω) G12(ω)
G21(ω) G22(ω)

)
, (2)

whose matrix elements read in the Lehmann representation

G11
ab(ω) =

∑

k

{
U k

a U k∗
b

ω − ωk + iη
+ V̄k∗

a V̄k
b

ω + ωk − iη

}
, (3a)

G12
ab(ω) =

∑

k

{
U k

a Vk∗
b

ω − ωk + iη
+ V̄k∗

a Ū k
b

ω + ωk − iη

}
, (3b)

G21
ab(ω) =

∑

k

{
Vk

a U k∗
b

ω − ωk + iη
+ Ū k∗

a V̄k
b

ω + ωk − iη

}
, (3c)

G22
ab(ω) =

∑

k

{
Vk

a Vk∗
b

ω − ωk + iη
+ Ū k∗

a Ū k
b

ω + ωk − iη

}
. (3d)

2Two-dimensional matrices in Gorkov space are denoted in boldface
throughout the paper. Nonboldface quantities are used for vectors and
matrices defined on the one-body Hilbert space H1. Their specific
matrix elements are denoted by latin letter subscripts {a,b, . . .}, which
label single-particle basis states of H1.

024323-2

[Schirmer & Angonoa 1989]

with

○ Observables of A-body ground state (both N & Z even)
○ Spectroscopic information on A±1 systems

Self-consistent Green’s function theory



Oxygen energies and motivations
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Oxygen point-proton and point-neutron radii
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➟ matter radii?



Evaluating matter radii

⦿ Hadronic probe necessary

○ Elastic proton scattering

○ Nucleus-nucleus collisions

○ (p,p) cross sections computed in the Distorted Wave Born Approximation (DWBA)

○ Optical potential JLM  

○ Incident energy

IN
PU

TS

2- or 3-parameter Fermi (2pF or 3pF) profiles [33]. For
extended sets of (e,e) data (in terms of momentum trans-
fer ranges and statistics), the density can be also ex-
pressed as a Fourier-Bessel (FB) series expansion. By
unfolding [34] the finite size of proton charge distribu-
tion (whose rms charge radius is 0.877(7) fm [35]), proton
ground-state (gs) densities (in the nucleus’ center-of-mass
frame) can be deduced. It should be underlined that, due
to the various analysis techniques providing charge den-
sities, the global systematic error on rp is significantly
larger (roughly 0.05 fm) than the one on single rch val-
ues (of the order of 0.01 fm). For 16O, using 3pF and FB
analyses, rch was estimated to be 2.730 (25) fm [36] and
2.737 (8) fm [33, 37], respectively. Similarly, di↵erences
in rch between 17,18O and 16O, �rch = �0.008(7) and
+0.074(8) fm [37], are a↵ected by the same systematic er-
rors. In recent years, laser spectroscopy experiments al-
low extending such measurements to unstable nuclei with
lifetimes down to a few milliseconds [38]. Matter radii are
determined by scattering with hadronic probes, usually
protons or other nuclei, which requires a modelization of
the reaction mechanism and a careful analysis of associ-
ated uncertainties [39]. The proton probe is sensitive to
the matter densities and, through a microscopic density
dependent optical potential model (OMP) analysis, the
matter radii can usually be extracted from angular dis-
tributions of proton elastic scattering cross sections with
uncertainties of the order of± 0.1 fm (with typically cross
sections error bars below 10% ( [39] and ref. therein).
An important tool coming into play is the OMP used in
the Distorted Wave Born Approximation (DWBA) of the
(p,p) scattering. In this work we employ the energy- and
density-dependent JLM potential [40], derived from the
G-matrix formalism and extensively tested in the analysis
of nucleon scattering data for a wide range of nuclei. This
complex potential depends only on the incident energy
E and on neutron and proton densities. Here we use the
standard form UJLM (⇢, E) = �V V (⇢, E) + i�WW (⇢, E),
with �V = �W = 1. For the 18�22O, the threshold values
are su�ciently high (Sn above 6 MeV) to exclude strong
coupling e↵ects to continuum or to excited states located
above, and the imaginary part with �W = 1 is enough
to include implicitly all main coupled channel e↵ects on
the elastic scattering. In order to proceed with a sys-
tematic comparison along the isotopic chain, we discuss
below the evaluation of the rm radii. The goal here is not
to discuss the shape of the densities nor the detailed cal-
culations of the microscopic densities used as inputs for
the OMP calculations; we adopt ”realistic” densities for
18�22O compared to (p,p) data. For the stable 16�18O,
we start from the experimental values of the literature
for proton (rp) radii obtained from the elastic electron
(e,e) scattering. We discuss the rm values for 18O from
the analysis of two (p,p) data sets. For the exotic 20,22O,
we have adopted a reasonable choice of densities from the
Skyrme type. They are simply seen as the starting point
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FIG. 2. Experimental elastic cross sections compared to OMP
calculations. (Top) Case of 18O(p,p) for two di↵erent incident
energies [42, 43]. (Bottom) Cases of 20,22O(p,p) [43].

for the OMP calculations, from which the rm values, once
validated by the analysis of the existing (p,p) data, can
be discussed.

For the stable symmetric 16O, the rm value was ex-
tracted from combined (e,e) and (p,p) using the follow-
ing procedure in Ref. [41]: the density ⇢p profile was de-
duced from electron scattering data [36], the same profile
was assumed for the neutron density distribution. This
corresponded to an “experimental” matter density built
from the (e,e) data. This density was used to compute
the microscopic JLM potentials at incident nucleon en-
ergies between 15 and 40 MeV, used in the DWBA cal-
culations to obtain the angular distributions of (p,p) and
(n,n). This procedure was followed also for 18O, but in
this case, the matter density is built using the proton
experimental density fitted to the 3pF shape, the neu-
tron one is initially assumed as (N/Z) ⇤ ⇢p and the 3pF
neutron density parameters are then adjusted so as to
reproduce consistently various data sets of elastic scat-
tering on heavy ions [34]. In the following, we refer to
proton and neutron densities extracted in this way as the
“experimental” (“exp”) densities, with corresponding rp
values for 16�18O given in Tab. I.

We first performed OMP calculations for 18O with
“exp” input densities (for which rp is given in Tab. I) and
compare them to data collected at 35.2 A·MeV in direct
kinematics [42], and at 43 A·MeV in inverse kinemat-
ics [43]. As shown in Fig. 2 (upper panels), calculations
are in good agreement with (p,p) data, which confirms
the validity of the OMP approach provided that realistic
densities are employed. The associated matter radius is

3

⦿ Here matter radii are extracted from angular distributions of (p,p) cross sections

[Jeukenne, Lejeune & Mahaux 1977]

Modelling of the reaction mechanism needs to be under control

○ Proton and neutron densities



Evaluating matter radii

 (deg.)c.m.θ

20 40 60 80 100 120 140

 (
m

b
/s

r)
c.

m
.

Ω
/d

σ
d

−110

1

10

210

3
10 O(p,p)  E/A = 35.2 MeV18

G−Matrix JLM

data PRC 21 (1980) 

O exp. density
18

JLM + 

 (deg.)c.m.θ

5 10 15 20 25 30 35 40 45 50 55

10

210

3
10

O(p,p)  E/A = 43 MeV18

G−Matrix JLM

data MUST (2000)

O exp. density
18

JLM + 

 (deg.)c.m.θ
10 20 30 40 50 60

 (
m

b
/s

r)
c.

m
.

Ω
/d

σ
d

1

10

210

3
10

410
O(p,p)  E/A = 43 MeV20

G−Matrix JLM SLy4

data MUST (2000)

 (deg.)c.m.θ
10 20 30 40 50 60

1

10

210

3
10

410
O(p,p)  E/A = 46.6 MeV22

G−Matrix JLM D1S

G−Matrix JLM SLy4

data MUST (2006)

1.  “Experimental” densities are extracted from (e,e) for 16-18O 

2.  DWBA with “experimental” densities validate the use of JLM potential for (p,p) data

3.  Skyrme densities are benchmarked on (p,p) in 16-18O 

4.  DWBA calculations with Skyrme densities are extended to neutron-rich isotopes

⦿ Matter radii evaluated as follows

➟ uncertainty of 0.1 fm from the use of different microscopic densities
(consistent with older analyses on stable nuclei)



Oxygen matter radii: exp. vs exp.
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[Ozawa et al. 2001]

[Kanungo et al. 2011]

rm = 2.75(10) fm. We repeated the analysis using micro-
scopic densities generated by Hartree-Fock BCS calcula-
tions [43] with the e↵ective Skyrme Sly4 [44] interaction.
Results are very similar to the ones of Fig. 2, with a cor-
responding value for the matter radius of rm = 2.77(10)
fm, very close to the one from “exp” densities. This val-
idates the use of OMP calculations together with micro-
scopic densities to estimate matter radii from (p,p) cross
sections [39].

We then moved to unstable 20,22O, for which elastic
proton scattering cross sections were measured using oxy-
gen beams in inverse kinematics at 43 and 46.6 A·MeV
respectively [43, 45]. We extended our OMP calcula-
tions with microscopic densities to compute these (p,p)
cross sections. Results are shown in Fig. 2 (lower pan-
els). In order to test the sensibility to the details of the
microscopic input, we compare for 22O results with den-
sities from the Sly4 Skyrme interaction with those ob-
tained with densities from Hartree-Fock-Bogoliubov cal-
culations based on the e↵ective Gogny force D1S [46, 47].
In both cases, and for both microscopic densities for 22O,
(p,p) cross sections are well reproduced. Resulting mat-
ter radii are rm = 2.90 fm in 20O along with rm = 2.96
and 3.03 fm in 22O for Sly4 and D1S densities, respec-
tively. For 22O, the sensitivity on the input density pro-
files corresponds to a variation on the matter radius con-
sistent with the ±0.1 fm of Ref. [41], which we assume to
be the uncertainty on our values. The experimental val-
ues obtained through our (p,p) analysis are summarised
in Tab. I.

Another way of deducing matter radii is provided by
studying interaction cross sections (�I) [49]. In Fig. 3 we
compare the complete set of experimental matter radii
for 16�22O from (e,e) and (p,p) scattering to values ob-
tained from �I measurements, reported in Ref. [49, 50]
(see also Tab. I). While (e,e) and (p,p) scattering provide
a consistent set of proton and matter radii for 16�18O,
this is not the case for rm values obtained from �I . Mat-
ter radii from �I are usually extracted without includ-
ing correlations in the target, which arguably influences
scattering amplitudes. Since our analysis of the stable
isotopes, used as a reference, provides matter radii with
an uncertainty of the order of 0.1 fm, we also conclude

A 16 17 18 20 22

rp 2.59 (7) 2.60 (8) 2.68 (10)
rm (�I) 2.54 (2) 2.59 (5) 2.61 (8) 2.69(3) 2.88(6)
rm (p,p) 2.60 (8) 2.67 (10) 2.77 (10) 2.9 (1) 3.0 (1)

TABLE I. Experimental rms radii of oxygen isotopes: rp and
rm evaluated from heavy-ion scattering data for A = 16, 17
in Ref. [34] and from (p,p) data [41] for A = 16; rp value
for A=18 deduced from the experimental charge density in
Ref. [48]; matter rm from reaction cross sections �I [49]; for
A =18-22, rm evaluated (this work) from proton scattering
data discussed in the text.
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FIG. 3. Experimental values for the rm radii, deduced from
�I , (e,e) and (p,p) measurements (see Tab. I for details).
Lines showing an A1/3 behaviour, as predicted from the liquid
drop model, are plotted.

that uncertainties deduced from �I are underestimated.
Consequently, we focus on results obtained from (e,e)
and (p,p) cross sections for the comparison with ab ini-

tio many-body calculations below.

We start by analysing calculations for proton and neu-
tron radii obtained within the ab initio schemes. Results
are displayed in Fig. 4. We notice that, for each interac-
tion, there is good agreement between the various meth-
ods, which span 0.05 (0.1) fm when EM (NNLOsat ) is
used. This shows that di↵erent state-of-the-art schemes
achieve, for a given interaction, an uncertainty that is
(i) smaller than experiment and (ii) smaller than the un-
certainty coming from the use of di↵erent interactions.
In turn, this allows to draw conclusions about the input
Hamiltonian. Clear discrepancies are observed between
radii computed with EM and NNLOsat , with the for-
mer being systematically smaller by 0.2-0.3 fm. While
EM largely underestimates existing data, available val-
ues of rp are well reproduced by NNLOsat . One has to
keep in mind, however, that rch of 16O is present as a
constraint in the NNLOsat fit. The performance along
the isotopic chain can be examined by looking at matter
radii, presented in Fig. 5. The evaluations from our (p,p)
analysis (and the one of Ref. [41]) are compared to GGF
and MR-IMSRG results (similar conclusions are drawn
by considering other many-body schemes, see Fig. 4).
Rms radii computed with EM underestimate evaluated
data by about 0.3-0.4 fm for all isotopes, largely out-
side experimental uncertainties. Results significantly im-
prove with NNLOsat , although the description deterio-
rates when moving towards the neutron drip line, with a
discrepancy of about 0.2 fm in 22O.

From a general viewpoint, these results reinforce the

4



Oxygen matter radii: exp. vs theory
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⦿ Somewhat similar N dependence



Calcium binding energies
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⦿ NNLOsat corrects overbinding

⦿ Two-neutron separation energies:

○ comparable to EM for light isotopes

○ drip-line pushed to higher masses

⦿ Many-body uncertainties to be further assessed 



Calcium charge radii
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⦿ Cf. new measurements of 49,51,52Ca and similar CC calculations       [Garcia Ruiz et al. 2016]

⦿ Parabolic behaviour between 40Ca and 48Ca remains a challenge

⦿ Odd-even staggering? (work in progress)



Charge radii around Z=20
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Up to nickel
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⦿ Improvement seen around Z=20 is confirmed in nickel

⦿ Many-body convergence to be assessed with ADC(3) calculations



Summary

⦿ Unconventional NNLOsat significantly improves on EM deficiencies

⦿ Matter radii complement energy systematics along the oxygen chain

○ Overbinding corrected 

○ Nuclei have the right size, isospin dependence still to be refined? 

○ Other observables?

○ How to proceed systematically?

○ (p,p) scattering data provides precious information for unstable isotopes

○ (p,p) evaluation of matter radii mostly inconsistent with σI

○ Different many-body schemes provide consistent results

○ NNLOsat  falls short in reproducing (p,p) matter radii towards the drip-line
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Inside the Green’s function

⦿ Separation energy spectrum

⦿ Spectroscopic factors

where

{

Lehmann representation

{
and
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Eventually, standard Dyson’s equation is generalized as
set of coupled equations involving the two types of prop-
agators and self-energies. These are known as Gorkov’s
equations [45] and read, in Nambu’s notation,

Gab(ω) = G
(0)
ab (ω)+

∑

cd

G(0)
ac (ω) Σ̃cd(ω)Gdb(ω) . (34)

As Dyson’s equation in the standard case, Gorkov’s equa-
tions represent an expansion of interacting or dressed
one-body normal and anomalous Green’s functions in
terms of unperturbed ones. If the method is self-
consistent, the final result does not depend on the choice
of the auxiliary potential, which disappears from the
equations once the propagators are dressed with the cor-
responding self-energies. From a practical point of view
it is useful to track where the auxiliary potential enters
and how its cancelation is eventually worked out. This
point is addressed in Section IVA, where the solution of
Gorkov’s equations is discussed. In particular, and since
such a solution is to be found through an iterative pro-
cedure, one is eventually interested in choosing a good
auxiliary potential as a starting point.

Let us further remark that, as the auxiliary potential
(29) has a one-body character, i.e. it acts as a mean field,
the search for the ground state of ΩU corresponds to solv-

ing a Bogoliubov-like problem, as becomes evident when
writing the unperturbed grand potential in its Nambu’s
form

[ΩU ]ab =

(

Tab + Uab − µ δab Ũ †
ab

Ũab −Tab − Uab + µ δab

)

.

(35)
In fact a convenient choice for ΩU is constituted by
ΩHFB , i.e. one first solves the Hartree-Fock-Bogoliubov
(HFB) problem and then uses the resulting propagators
GHFB

ab as the unperturbed ones. Notice that the self-
energy corresponding to this solution, ΣHFB , eventually
differs from the first-order self-energy Σ(1) as soon as
higher orders are included in the calculation because of
the associated self-consistent dressing of the one-body
propagators.

G. Lehmann representation

Let us consider a complete set of normalized eigen-
states of Ω with no definite particle number

Ω|Ψk⟩ = Ωk|Ψk⟩ , (36)

and which span the Fock space F . Inserting the corre-
sponding completeness relation, G11(t, t′) becomes

G11
ab(t, t

′) = −iθ(t− t′)
∑

k

⟨Ψ0|aa|Ψk⟩⟨Ψk|a†b|Ψ0⟩ ei[Ω0−Ωk](t−t′) + iθ(t′ − t)
∑

k

⟨Ψ0|a†b|Ψk⟩⟨Ψk|aa|Ψ0⟩ e−i[Ω0−Ωk](t−t′) .

Using the integral representation of the theta function
and reading out the Fourier transform, one obtains the
propagator in energy representation under the form

G11
ab(ω) =

∑

k

⟨Ψ0|aa|Ψk⟩⟨Ψk|a†b|Ψ0⟩
ω − [Ωk − Ω0] + iη

+
∑

k

⟨Ψ0|a†b|Ψk⟩⟨Ψk|aa|Ψ0⟩
ω + [Ωk − Ω0]− iη

. (37)

One can proceed similarly for the other three Gorkov-
Green’s functions and obtain the following set of
Lehmann representations

G11
ab(ω) =

∑

k

{
Uk
a Uk∗

b

ω − ωk + iη
+

V̄k∗
a V̄k

b

ω + ωk − iη

}

, (38a)

G12
ab(ω) =

∑

k

{
Uk
a Vk∗

b

ω − ωk + iη
+

V̄k∗
a Ūk

b

ω + ωk − iη

}

, (38b)

G21
ab(ω) =

∑

k

{
Vk
a Uk∗

b

ω − ωk + iη
+

Ūk∗
a V̄k

b

ω + ωk − iη

}

, (38c)

G22
ab(ω) =

∑

k

{
Vk
a Vk∗

b

ω − ωk + iη
+

Ūk∗
a Ūk

b

ω + ωk − iη

}

. (38d)

with Gorkov’s spectroscopic amplitudes defined as

Uk∗
a ≡ ⟨Ψk|a†a|Ψ0⟩ , (39a)

Vk∗
a ≡ ⟨Ψk|āa|Ψ0⟩ , (39b)

and

Ūk∗
a ≡ ⟨Ψk|ā†a|Ψ0⟩ , (40a)

V̄k∗
a ≡ ⟨Ψk|aa|Ψ0⟩ , (40b)

from which follows that2

Ūk
a = +ηa Uk

ã , (41a)

V̄k
a = −ηa Vk

ã . (41b)

The poles of the propagators3 are given by ωk ≡ Ωk−Ω0.
The relation of such poles to separation energies between

2 Similarly to Eq. 5, we may equivalently write Eq. 41 as Ūk
a =

+Uk
ā and V̄k

a = −Vk
ā .

3 As discussed later on, eigensolutions of Gorkov’s equations come
in pairs (ωk ,−ωk) such that one should only sum on positive
solutions in Eq. 39.
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where the symmetry quantum number denoting the par-
ticle number has been singled out. The label µ collects
a principal quantum number nµ, total angular momen-
tum Jµ, the projection of the latter along the z axis Mµ,
parity ⇧µ and isospin projection along the z axis Tµ of
the many-body state of interest. Use of the Greek label
µ will be made to denote the subset of quantum num-
bers µ ⌘ (⇧µ, Jµ, Tµ). Due to rotational invariance of
the nuclear Hamiltonian, eigenenergies EA

µ ⌘ EA
nµµ

are
independent of Mµ.

In the following, we consider a spherical single-
particle basis {a†p} appropriate to discussing the spher-

ical shell structure. Basis states are labelled by p ⌘
{np,⇡p, jp,mp, ⌧p} ⌘ {np,mp,↵p}, where np represents
the principal quantum number, ⇡p the parity, jp the total
angular momentum, mp its projection along the z-axis,
and ⌧p the isospin projection along the same axis.

We also consider the direct-product basis {b†~r�⌧},
where ~r is the position vector, � the projection of the
nucleon spin along the z axis, and ⌧ its isospin projec-
tion.

A. Spectroscopic amplitudes

The physical processes providing information on the
single-particle shell structure are one-nucleon transfer re-
actions. Although the discussion can be carried out for
the transfer on any initial [13]. many-body state, we
restrict ourselves in the following to the transfer on the
ground state | A

0 i of an even-even system, i.e. a J⇡ = 0+

state. Furthermore, we consider this nucleus to be of dou-
bly closed-shell character2.

In this context, let us introduce Uµ (V⌫) as the ampli-
tude to reach a specific eigenstate | A+1

µ i (| A-1
⌫ i) of the

A+1 (A-1) system by adding (removing) a nucleon in a
specific single-particle state to (from) the ground state of
the A-body system | A

0 i. Such spectroscopic amplitudes
can be defined through their representation in any given
single-particle basis. In basis {a†p}, they read

Up
µ ⌘ h A+1

µ |a†p| A
0 i⇤ , (2a)

V p
⌫ ⌘ h A-1

⌫ |ap| A
0 i⇤, (2b)

whereas their representation in basis {b†~r�q} provides the
associated wave functions or overlap functions

Uµ(~r�⌧) ⌘ h A+1
µ |b†~r�⌧ | A

0 i⇤ , (3a)

V⌫(~r�⌧) ⌘ h A-1
⌫ |b~r�⌧ | A

0 i⇤. (3b)

An important property regarding the asymptotic be-
haviour of overlap functions derives from their equation

2 Such a notion relates to the filling of shells in the uncorrelated,
e.g. Hartree-Fock, picture.

of motion given by [18]

[h1 + ⌃(!)]!=E+
µ
Uµ = E+

µ Uµ , (4)

and similarly for (V⌫ , E�
⌫ ), where (observable) one-

nucleon separation energies are defined through

E+
µ ⌘ EA+1

µ � EA
0 , (5a)

E�
⌫ ⌘ EA

0 � EA-1
⌫ . (5b)

The energy-dependent potential ⌃(!) denotes the dynam-

ical part of the irreducible self-energy [18] that naturally
arises in self-consistent Green’s-function theory and that
is to be evaluated at the eigensolution E+

µ in Eq. (4).
The static field h1 is defined in Eq. (18) and contains
both the kinetic energy and the energy-independent part
of the one nucleon self-energy. One can show from Eq. (4)
that the long-distance behaviour of the radial part of the
overlap function is governed by the corresponding one-
nucleon separation energy, e.g. for E+

µ < 0

Uµ(r�⌧) �!
r!+1 A+

µ
e�&+µ r

&+µ r
, (6)

where A+
µ denotes the so-called asymptotic normalization

coe�cient (ANC) while the decay constant is given by
&+µ ⌘ (�2mE+

µ /~2)1/2, where m is the nucleon mass3.
A similar result can, of course, be obtained for V⌫(r�⌧)
whose decay constant &�⌫ relates to E�

⌫ .
From spectroscopic amplitudes one defines addition S+

µ

and removal S�
⌫ spectroscopic probability matrices asso-

ciated with states | A+1
µ i and | A-1

⌫ i, respectively. Their
matrix elements read in basis {a†p}

S+pq
µ ⌘ h A

0 |ap| A+1
µ ih A+1

µ |a†q| A
0 i (7a)

= Up
µ Uq ⇤

µ ,

S�pq
⌫ ⌘ h A

0 |a†q| A-1
⌫ ih A-1

⌫ |ap| A
0 i (7b)

= V p ⇤
⌫ V q

⌫ ,

such that their diagonal parts, when expressed in the co-
ordinate space basis, are nothing but transition densities

for the one-nucleon transfer from | A
0 i to | A+1

µ i and
| A-1

⌫ i, respectively.
Tracing the two spectroscopic probability matrices

over the one-body Hilbert space H1 gives access to spec-
troscopic factors

SF+
k ⌘

X

a2H1

��h k|a†a| 0i
��2 =

X

a2H1

��Uk
a

��2 , (8a)

SF�
k ⌘

X

a2H1

|h k|aa| 0i|2 =
X

a2H1

��Vk
a

��2 , (8b)

3 Subtracting the center-of-mass motion would lead to using the
reduced mass of the added/removed nucleon.
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FIG. 2: (Color online) Same as Fig. ?? for a correlated system.

from zero for any combination4 of µ, p and q (⌫, p and
q) indices. The SDD is thus fragmented as schemat-
ically displayed in Figure ??, i.e. a larger number of
many-body states are reached through the direct addition
and removal of a nucleon compared to the uncorrelated
case5. Consequently, the number of peaks with non-zero
strength in the SDD is greater than the dimension of H1,
which forbids the establishment of a bijection between
this set of peaks and any basis of H1. Accordingly, and
because the SDD still integrates to the dimension of H1

by construction (see Eq. (??)), spectroscopic factors are
smaller than one. The impossibility to realize such a bi-
jection constitutes the most direct and intuitive way to
understand why observable one-nucleon separation ener-
gies cannot be rigorously associated with single-particle
energies when correlations are present in the system, i.e.
as soon as many-body eigenstates of H di↵er from Slater
determinants.

D. E↵ective single-particle energies

The discussion provided above underlines the fact that
a rigorous definition of ESPEs is yet to be provided in
the realistic context of correlated many-nucleon systems.
A key question is: how can one extract a set of single-
particle energy levels that (i) are in one-to-one correspon-
dence with a basis of H1, (ii) are independent of the par-
ticular single-particle basis one is working with, (iii) are
computable only using quantities coming out of the corre-
lated A-body Schrodinger equation and that (iv) reduce
to HF single-particle energies in the HF approximation
to the A-body problem.

Let us make the hypothesis that ideal one-nucleon pick-

4 Except for selection rules dictated by symmetries that lead, ac-
cording to Eq. (??), to ⇡p = ⇡µ, jp = Jµ and ⌧p = Tµ � T0.

5 Of course, the dimension of HA+1 or HA�1 remains the same
whether the system is correlated or not.

up and stripping reactions have been performed such that
separation energies (E+

µ , E�
⌫ ) and spectroscopic ampli-

tudes (overlap functions) (Uµ(~r�⌧), V⌫(~r�⌧)) have been
extracted consistently, i.e. in a way that is consistent
with the chosen nuclear Hamiltonian H(⇤) defined at a
resolution scale ⇤. In such a context, a meaningful def-
inition of ESPEs does exist and goes back to French [?
] and Baranger [? ]. It involves the computation of the
so-called centroid matrix which, in an arbitrary spherical
basis of H1 {a†p}, reads

hcent
pq ⌘

X

µ2HA+1

S+pq
µ E+

µ +
X

⌫2HA�1

S�pq
⌫ E�

⌫ , (13a)

and is nothing but the first moment M(1) of the spectral
function matrix (see Eq. ??). E↵ective single-particle
energies and associated states are extracted, respectively,
as eigenvalues and eigenvectors of hcent, i.e. by solving

hcent  cent
p = ecentp  cent

p , (14)

where the resulting spherical basis is denoted as {c†p}.
Written in that basis, centroid energies invoke diagonal
spectroscopic probabilities6

ecentp ⌘
X

µ2HA+1

S+pp
µ E+

µ +
X

⌫2HA�1

S�pp
⌫ E�

⌫ , (15)

and acquire the meaning of an average of one-nucleon sep-
aration energies weighted by the probability to reach the
corresponding A+1 (A-1) eigenstates by adding (remov-
ing) a nucleon to (from) the single-particle state  cent

p .
Centroid energies are by construction in one-to-one cor-
respondence with states of a single-particle basis of H1

which, as already pointed out before, is not the case of
correlated one-nucleon separation energies with non-zero
spectroscopic strength.

E+(A)
k ⌘ EA+1

k � EA
0 ⌘ µ+ !k (16)

Equation (??) ensures that  cent
p (~r�⌧) and ecentp are

consistent in the sense that the asymptotic behaviour of
the former is driven by the latter, e.g. for ecentp < 0 the
radial part of the wave function behaves asymptotically
as

 cent
p (r�⌧) �!

r!+1 Cp
e�⇠p r

⇠p r
, (17)

where ⇠p ⌘ (�2mecentp /~2)1/2. Such a result under-
lines that single-particle wave-functions associated with

6 The definition of ecentp sometimes incorporates the denominator
P

µ2HA+1
S+pp
µ +

P
⌫2HA�1

S�pp
⌫ in Eq. (??) to compensate for

the possibility that, e.g. experimentally, normalization condi-
tion ?? might not be exhausted.
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FIG. 2: (Color online) Same as Fig. 1 for a correlated system.

from zero for any combination4 of µ, p and q (⌫, p and
q) indices. The SDD is thus fragmented as schemat-
ically displayed in Figure 2, i.e. a larger number of
many-body states are reached through the direct addition
and removal of a nucleon compared to the uncorrelated
case5. Consequently, the number of peaks with non-zero
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so-called centroid matrix which, in an arbitrary spherical
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and is nothing but the first moment M(1) of the spectral
function matrix (see Eq. 9). E↵ective single-particle en-
ergies and associated states are extracted, respectively,
as eigenvalues and eigenvectors of hcent, i.e. by solving

hcent  cent
p = ecentp  cent

p , (14)

where the resulting spherical basis is denoted as {c†p}.
Written in that basis, centroid energies invoke diagonal
spectroscopic probabilities6

ecentp ⌘
X

µ2HA+1

S+pp
µ E+

µ +
X

⌫2HA�1

S�pp
⌫ E�

⌫ , (15)

and acquire the meaning of an average of one-nucleon sep-
aration energies weighted by the probability to reach the
corresponding A+1 (A-1) eigenstates by adding (remov-
ing) a nucleon to (from) the single-particle state  cent

p .
Centroid energies are by construction in one-to-one cor-
respondence with states of a single-particle basis of H1

which, as already pointed out before, is not the case of
correlated one-nucleon separation energies with non-zero
spectroscopic strength.

E� (A)
k ⌘ EA

0 � EA�1
k ⌘ µ� !k (16)

Equation (14) ensures that  cent
p (~r�⌧) and ecentp are

consistent in the sense that the asymptotic behaviour of
the former is driven by the latter, e.g. for ecentp < 0 the
radial part of the wave function behaves asymptotically
as

 cent
p (r�⌧) �!

r!+1 Cp
e�⇠p r

⇠p r
, (17)

where ⇠p ⌘ (�2mecentp /~2)1/2. Such a result under-
lines that single-particle wave-functions associated with

6 The definition of ecentp sometimes incorporates the denominator
P

µ2HA+1
S+pp
µ +

P
⌫2HA�1

S�pp
⌫ in Eq. (15) to compensate for

the possibility that, e.g. experimentally, normalization condi-
tion 10 might not be exhausted.
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Krylov projection
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à, Barbieri &
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uguet 2014]
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TABLE III. Values obtained from Eq. (29) for various model
spaces. The sum over α is limited to neutrons only (including protons
would require a factor 2 in columns 2, 3, and 4 that would cancel out
in K ′). As an example, K ′ values for Nℓ = 100 are displayed in the
last column.

Nmax αtot
∑

α dim(Eα)
∑

α 2Nα
b K ′(Nℓ = 100)[%]

3 7 12 226 20 16.358
4 9 57 029 30 5.260
5 11 411 968 42 1.019
7 15 3 265 512 72 0.220
9 19 16 808 456 110 0.065

11 23 65 305 228 156 0.023
13 27 208 096 960 210 0.010

where α runs over all partial waves. Values obtained from
Eq. (29) are displayed in Table III for different Nmax. For a
fixed Nℓ, the fraction K ′ becomes progressively small when
increasing the size of the model space. However, the total
number of configurations still grows rapidly with Nmax.

Figure 5 demonstrates the accuracy obtained on the total
binding energy as a function of K ′, when all partial waves are
accounted for in the calculation of 44Ca. Relative errors are
given with respect to the result of one exact diagonalization in
the original 3QP space. Errors for both Nmax = 3 and Nmax = 4
models spaces are comparable for K ′ > 1% and eventually
decrease in a similar fashion as in Fig. 4. On the other hand,
convergence to few keV is reached for smaller values of K ′ in
the larger model space.

Realistic calculations will differ from the above cases
because diagonalizations have to be repeated iteratively to
reach the self-consistent solution and because large model
spaces must be employed. In Fig. 6, converged sc0 energies are
displayed as a function of Nℓ for different model-space sizes.
One notices that all cases show a similar dependence on Nℓ:
a dip, a steep rise after Nℓ = 2 and a smooth decay towards
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FIG. 5. (Color online) Relative error in the total binding energy
of 44Ca after one second-order iteration as a function of K ′ (see text)
for two different model-space sizes. The Coulomb interaction has
been neglected in this figure.
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FIG. 6. (Color online) Convergence of the (sc0) binding energy
of 44Ca as a function of Nℓ, for different model spaces. The Coulomb
interaction has been neglected in this figure.

an asymptotic value. This behavior is rather independent of
Nmax and indicates that Nℓ is in fact a more appropriate
parameter than K ′ to gauge the convergence of the Krylov
projection. Small fluctuations may still occur for Nℓ > 10,
especially for the larger models spaces, which suggests that
somewhat larger values of Nℓ might be needed to reach the
desired accuracy as Nmax increases. In general, this behavior
seen in Fig. 6 is in accordance with the above observation
that, when increasing Nmax, a smaller value of K ′ is needed
to reach a few keV accuracy. Arguably, binding energies are
well reproduced once one includes the number of degrees
of freedom sufficient to resolve the system’s wave function
(or propagator). The Krylov projection characterized by Nℓ

is a very efficient way to select those degrees of freedom as
it preserves the corresponding moments of the 3QP matrix
E. The trend observed in Figs. 4 and 5 suggest that K ′

might instead control the exponential convergence to the exact
diagonalization. From Fig. 6 one sees that the energy reaches a
plateau for Nℓ > 30, rather independently of the model-space
size. Eventually, we estimate that the Lanczos procedure per-
formed with Nℓ ≈ 50 induces inaccuracies of about 100 keV
for the largest model space considered (Nmax = 13).

It is also instructive to look at the convergence of spec-
troscopic quantities. For this purpose, the doubly open-shell
nucleus 40Ti is considered in a model space of 14 major shells.
Figure 7 displays the density of J# = 1/2+ states5 in 41Ti as
a function of their energy relative to the Fermi surface of 40Ti,
for increasing Nℓ. The exact density of states would display a
bell shape due to the rise of the number of (physical) degrees
of freedom which is eventually stopped by the truncation of
the model space. As seen from Table III, only a very small
fraction of those configurations is effectively retained here. As
the dimension of Gorkov-Krylov’s matrix increases, only the
density of states at the edges of the eigenvalue spectrum start
to converge, which is a typical feature of Krylov methods.

5The density of states (DOS) in question is obtained from the SSD
[Eq. (8)] by setting SF +

k = 1 and SF −
k = 0 for all k.

024323-10

⦿ Multi-pivot algorithm (# states ~ 10 Nℓ )

⦿ Well converged for Nℓ ~ 50

⦿ Independent of Nmax

⦿ Spectral strength quickly converges"
    around the Fermi surface



Three-body forces
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⦿ One- and two-body forces derived from the 3N part of the Hamiltonian

➟ Contractions with fully correlated density matrix
➟ Generalization of normal ordering

Elements of Green Function theory

Beware that defining

g
(pp/hh)

+
1
4

+=

=

Defining 1- and 2-body e�ective interaction and
use only irreducible diagrams

!3NF can enter the diagrams in three di�erent ways

would double-count the 1-body term

!

!

= +

⦿ Galitskii-Koltun sum rule modified to account for 3N piece

➟ Use of dressed propagators provides extra correlations

[Carbone, Cipollone et al. 2013]



Particle-number variance

⦿ Gorkov GF calculations break particle number symmetry

⦿ Breaking has two sources: 

1) Reference state mixes different A

2) Green’s function formalism itself explores Fock space

GF breaking evident in protons

After subtracting GF part

Variance in particle number

We compute

�A =

q
h ˆA2i � h ˆAi2 . (1)

We have

ˆA =

X

a

c†aca , (2)

ˆA2
=

X

ab

c†acac
†
bcb

=

X

ab

c†a(�ab � c†bca)cb

=

ˆA�
X

ab

c†ac
†
bcacb

=

ˆA�
X

abcd

c†ac
†
bcdcc �ad �bc

=

ˆA+

X

abcd

c†ac
†
bcdcc �ac �bd

=

ˆA+

1

4

X

abcd

2 (�ac �bd � �ad �bc) c
†
ac

†
bcdcc

=

ˆA+

1

4

X

abcd

s̄abcd c
†
ac

†
bcdcc (3)

with

s̄abcd ⌘ 2 (�ac �bd � �ad �bc) = (ab| ˆS|cd� dc) = hab| ˆS|cdi , (4)

ˆS ⌘ ˆA2 � ˆA . (5)

In general (Eq. C25 of paper I)

¯Vabcd =

X

JM

p
1 + �↵� �nanb

p
1 + ��� �ncnd C

JM
jamajbmb

CJM
jcmcjdmd

¯V J [↵���]
nanbncnd

(6)

and the code needs properly antisymmetrized, normalised, J-coupled interaction matrix elements. Therefore

s̄JMJ 0M 0 [↵���]
nanbncnd

=

X

mambmcmd

1p
1 + �↵� �nanb

1p
1 + ��� �ncnd

CJM
jamajbmb

CJ 0M 0

jcmcjdmd
s̄abcd

=

X

mamd

1p
1 + �↵� �nanb

1p
1 + ��� �ncnd

CJM
jamajdmd

CJ 0M 0

jamajdmd
2 �ac �bd

�
X

mamc

1p
1 + �↵� �nanb

1p
1 + ��� �ncnd

CJM
jamajcmc

CJ 0M 0

jcmcjama
2 �ad �bc

=

1p
1 + �↵� �nanb

1p
1 + ��� �ncnd

2

⇥
�ac �bd � (�1)

ja+jc�J �ad �bc
⇤

(7)

In conclusion

s̄J [↵���]
nanbncnd

=

1p
1 + �↵� �nanb

1p
1 + ��� �ncnd

2

⇥
�ac �bd � (�1)

ja+jc�J �ad �bc
⇤

(8)

and

�A =

q
h ˆSi+ h ˆAi � h ˆAi2 . (9)
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① From separation energies

Inside the Green’s function

✪ Separation energy spectrum

② From fully-paired even number-parity state

⦿ Current implementation targets JΠ = 0+ states

Two methods agree within 2-300 keV

⦿ Different possibilities to compute odd-even g.s. energies:

Such a perturbative qp creation on top of the odd fully
paired state, instead of the even neighbor’s one, has already
been introduced by Ring et al. !6" and has been used with
success in Ref. !7". Its main justification was simplicity with
respect to the self-consistent blocking, but not the formal
step achieved with respect to a perturbative qp creation per-
formed on the even vacuum.
The introduction of an intermediate reference vacuum re-

quires one to study an odd nucleus in two steps. This proce-
dure, illustrated on Fig. 1, eliminates the inconsistency be-
tween the addition of a nucleon and the creation of an
energetically favorable qp excitation. From a mathematical
point of view, it shows that the odd fully paired state is better
grounded than an even neighbor ground state as the zero-
order reference for a perturbation theory of odd nuclei. In the
rest of this paper, we will analyze these steps from a physical
point of view and use them to separate self-consistent calcu-
lations in two identified processes.

C. Limit of zero pairing

The description of an odd nucleus with respect to an even
neighbor is at first sight less complicated in the absence of
pairing. Indeed, there is no problem related to the particle
number and an odd nucleus is simply obtained by adding a
nucleon on the first empty level in the even neighbor’s HF
state. Two different approximations are used within this pic-
ture.
If time-reversal invariance is not broken, each single-

particle state is at least doubly degenerate and the odd
nucleon is added using the filling approximation: the first
pair of empty levels in the even neighbor are identically oc-
cupied with probability 0.5 in the odd state.3

If time-reversal symmetry breaking is properly taken into
account and for a deformed configuration, all degeneracies
are lifted and the first pair of empty levels in the even isotope
are occupied with probability 1 and 0 in the odd neighbor.4
Let us now analyze how the standard HF picture matches

with the zero-pairing limit of the perturbative method de-
scribed in Sec. II B. Most of the developments presented in
this section have straightforward zero-pairing limits. Let us
look explicitly to the limit for odd states only.
The limit of the perturbative one qp BCS state with an

odd particle number is

!#n
BCS$N!1 %&→!#n

HF$N!1 %&"an
†'

k"1

N/2

ak
†ak 
†!0&, $3%

whereas the fully paired odd vacuum leads to

!#BCSE$N!1 %&→!#HFE$N!1 %&

"
1
!2

$1!an
†an 
†
%'

k"1

N/2

ak
†ak 
†!0&. $4%

One can check that

!#n
HF$N!1 %&"(n

†!#HFE$N!1 %& $5%

where (n
†"1/!2(an

†#an ) is the singular5 zero-pairing limit
for the lowest qp creation operator.
The wave function !#HFE(N!1)& introduced as the limit

of the BCSE state is none of the two currently used HF wave
functions. However it leads to the same one-body density
matrix, and thus to the same energy as the HF wave function6
obtained using the filling approximation.
The HF ground state for odd nuclei is now described by a

one qp excitation on top of the HFE state and not as in the
usual procedure directly on top of the HF wave function of
an even neighbor through particle operators. The two-step
picture defined in the BCS case is thus extended to the zero-
pairing limit and will allow an analysis of the OES for any
pairing correlations intensity.
The zero-pairing limit illustrates the physical content of

the nucleon addition process. The nucleon is added in the
HFE wave function by increasing the occupation of each
state of the last couple of degenerate orbits by 0.5. For odd
N, the qp excitation specifies which one of the two states will
eventually be occupied by the single nucleon in the odd

3For spherical nuclei, one adds 1/2j!1 particle in each state of
the last degenerate j shell.

4For spherical nuclei, one orbital of the shell is completely filled,
thus lifting the degeneracies. Several tries have to be made in order
to get the lowest in energy.
5Other qp operators (k

(†) (k)n ,n ) tend to standard particle cre-
ation or annihilation operators ak

(†) .
6The filling approximation is actually defined through a density
operator that is a statistical mixture of the two Slater determinants
where one of the two time-reversed orbitals at the Fermi energy is
filled. The !#HFE& state $4% for odd nuclei is a linear combination of
the two neighboring even HF states.

FIG. 1. Schematic picture of the two-step procedure proposed to
determine the ground state of an odd isotope.
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➟ Equations simplify: j-coupled scheme, block-diagonal structure, ...

➟ “Fake” odd-A plus correction➟ Either from A-1 or A+1

Odd-even systems


