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Abstract

These are introductory notes on Quantum Field Theory that I developed while teaching UBC
PHYS-526 in the fall 2012 and 2013. They cover much of the same material as Chapters 1–7
of Peskin and Schroeder [1], although some topics are treated in less detail here, and others
in more. In writing these notes, I relied heavily on P&S, Srednicki [2], and Ryder [3]. The
section on quantizing the photon is based on the treatment in Greiner and Reinhardt [19],
while the section on path integrals (and Faddeev-Popov especially) follows the treatment in
Pokorski [21]. Many thanks to the students in the classes for pointing out many of the typos
in earlier versions.
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Chapter 0

Notation and Background

0.1 Notational Conventions

A large fraction of this course will deal with highly relativistic systems. For this reason, we
will use a notation and a set of units that is geared to this situation [1, 2, 3].

0.1.1 Natural Units

We will express quantities in so-called natural units, defined by

~ = c = 1 , (0.1)

where ~ is the usual quantum mechanics thing and c is the speed of light. Since ~ has units
of energy times time, ~ = 1 implies that we are measuring time in units of inverse energy.
Similarly, c = 1 means we are measuring distance in units of time and therefore units
of inverse energy as well. This simplifies dimensional analysis since now all dimensionful
quantities can be expressed in units of energy. For example,

[E] = [P ] = [M ] = +1, [L] = [T ] = −1,

[
d

dx

]
= +1, (0.2)

where the square brackets denotes the energy dimension of the quantity (in natural units, of
course). The specific unit we will use for energy is the electron Volt (eV), corresponding to
the energy acquired by an electron passing through a potential difference of one Volt. We
will also use keV = 103 eV, MeV = 106 eV, GeV = 109 eV, and TeV = 1012 eV.

To put a result back into regular units, just add powers of of ~ and c (∼ L/T ) until you
get what you want. In doing so, it’s handy to remember a few things:

~ c = 1 ≃ 0.197GeV·fm , (0.3)

c = 1 ≃ 3.0× 1010 cm , (0.4)

mp ≃ 0.938 GeV ≃ 1.67× 10−27 kg , (0.5)
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where 1 fm = 10−13cm. Despite our usage of natural units, scattering cross sections (which
have units of area) will often be expressed in barns (b), with 1 b = 10−24cm2. Sometimes it
is also convenient to express temperatures in natural units by setting kB = 1. This implies
300K ≃ (1/40) eV (or about room temperature). Other useful mnemonics are mp ≃ 1 g/NA

and 1 yr ≃ π × 107 s.

0.1.2 Index Notation – Vectors, Matrices, and More

Index notation will be used a lot in this class, and you’ll need to be comfortable with it. As
a first example, let’s apply it to vectors and matrices.

An n-component vector v can be written as an n× 1 matrix,

v =




v1
v2
...
vn


 . (0.6)

Clearly, we can express each of the components of v as the numbers vi, i = 1, 2, . . . , n.

The same thing can be done for matrices of any size. For instance, we can write the
elements of the n× n matrix M as Mij :

M =




M11 M12 . . . M1n

M21 M22 . . . M2n
...

...
. . .

...
Mn1 Mn2 . . . Mnn


 . (0.7)

Each entry in the matrix can be written as Mij and is called a matrix element.

We can also use index notation to write the products of vectors and matrices. The dot
product of a pair of vectors can be thought of as the matrix product of the transpose of the
first with the second:

u·v = utv = (u1, u2, . . . , un)




v1
v2
...
vn


 =

∑

i

uivi . (0.8)

From the last equality, written in index notation, it is obvious that u · v = v ·u = vtu. Note
as well that the label we use for the index that is summed over (i in this case) does not
matter:

∑
i uivi =

∑
j ujvj. For this reason, indices that are summed over are often called

dummy indices.

The product of an n×n matrixM with a column vector v is itself a column vector (Mv).
In components, the product is

(Mv)i =
∑

j

Mijvj . (0.9)
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Note here that j is a dummy index (that we can rename), while i is a fixed index that must
match up on both sides of the equation. In this case, i labels the elements of the vector
(Mv). Be careful not to use a fixed index to label a dummy index because you
will get horribly confused and mistaken! For example

(Mv)i =
∑

k

Mikvk (0.10)

6=
∑

i

Miivi . (0.11)

The product of two matrices M and N is a matrix (MN) with elements

(MN)ij =
∑

k

MikNkj =
∑

ℓ

MiℓNℓj . (0.12)

Here, the i and j indices are fixed and must match up on both sides of the equation, while
the k index that is summed over is a dummy index.

Index notation is also useful for expressing various matrix operations:

(M t)ij = Mji , (0.13)

(M∗)ij = M∗ij , (0.14)

(M †)ij = M∗ji , (0.15)

tr(M) =
∑

i

Mii . (0.16)

For the special case of three-vectors, we have a cross product operation that takes a pair
of vectors and makes another. It can be written in terms of indices using the antisymmetric
tensor ǫijk with

ǫ123 = +1 = ǫ231 = ǫ312 , (0.17)

ǫ132 = −1 = ǫ213 = ǫ321 , (0.18)

and all other entries equal to zero. This names comes from the fact that you get a factor of
−1 whenever you exchange a pair of indices in ǫ. The cross product is then given by

(a× b)i =
∑

j,k

ǫijkajbk . (0.19)

If you are not convinced by this, work out the components explicitly.

0.1.3 Index Notation - Relativistic

We will mostly study systems that are invariant under special relativity, meaning that the
underlying equations of the system take the same form after applying Lorentz transforma-
tions (boosts and rotations). Discussing such systems is much easier if we use an index
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notation appropriate to the underlying mathematical structure. Instead of writing (t, x, y, z)
for a specific point in space and time, we will use

xµ = (t, x, y, z), µ = 0, 1, 2, 3 . (0.20)

We call this a (position) 4-vector, and it is useful because the components of xµ transform
linearly into each other under Lorentz transformations:

xµ → x′
µ
= Λµν x

ν , (0.21)

where Λµν is a transformation matrix corresponding to some combination of boosts and
rotations. Below, we will discuss the conditions that Λµν must satisfy to count as a Lorentz
transformation.

Any four-component object that transforms according to Eq. (0.21) is called a 4-vector.
A second important example is the momentum 4-vector

pµ = (E, px, py, pz) , (0.22)

where ~p is the spatial (3-) momentum of the system and E is the energy. Recall that for a
relativistic particle of mass m, we have E =

√
m2 + ~p 2.

For any 4-vector aµ = (a0, a1, a2, a3) with an upper index, we define a corresponding
4-vector with a lower index by

aµ = ηµν a
ν , (0.23)

where the two-index object nµν has components

ηµν =




+1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 . (0.24)

In writing Eq. (0.23), we have also used Einstein’s summation convention, where we implicitly
sum over repeated indices.1 In full gory detail, Eq.(0.23) is equal to

aµ = ηµνa
ν (0.25)

=

4∑

ν=0

ηµνa
ν (0.26)

=

{
a0 ; µ = 0

−ai ; µ = i = 1, 2, 3
(0.27)

It is really important to keep upper and lower indices distinct because it will turn out that
they refer to different transformation properties under Lorentz. It is also convential to use
Greek letters for the indices of four-vectors and Roman letters for the components of three-
vectors.

1 Apparently Einstein considered this his greatest contribution to physics.
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In the same way that we lower indices, we can also use the inverse of ηµν , called η
µν , to

raise indices. It is not hard to see that viewed as a matrix, the components of both are the
same: ηµν = ηµν . By definition of the inverse, we have

ηµκηκν = δµν , ηµκη
κν = δ ν

µ (0.28)

where δµν = δ µ
ν is the 4 × 4 unit matrix. Raising an index with ηµν is consistent with our

previous definition of lowering in that if we lower an index and then raise it again, we get
back what we started with:

aµ = ηµνaν = ηµν(ηνκa
κ) = δµκa

κ = aµ . (0.29)

These manipulations might seem trivial, but they actually have a lot of content.

A 4× 4 matrix Λµν must satisfy certain conditions for it to be a Lorentz transformation.
To describe these conditions, it helps to define a 4-vector dot product by

a·b = ηµνa
µbν (0.30)

= aνb
ν = aµbµ (0.31)

= a0b0 − ~a·~b . (0.32)

The defining property of a Lorentz transformation is that it leave the dot product of any
two vectors invariant. To be precise, if

aµ → a′
µ
= Λµνa

ν and bµ → b′
µ
= Λµνb

ν , (0.33)

the matrix Λµν must be such that

a′ ·b′ = a·b . (0.34)

This implies the conditions

ηµν Λ
µ
λ Λ

ν
κ = ηλκ . (0.35)

Equivalently, ηνλ η
µκ Λλκ := Λ µ

ν = (Λ−1)µν .

Going back to our defintion of the momentum 4-vector, taking its dot product with itself
gives

p2 := p·p = E2 − ~p 2 . (0.36)

For a relativistic particle, this is just equal to m2, the square of the particle (“rest”) mass
which does not change under Lorentz transformations.

Using the chain rule, it is simple to show that a derivative with respect to xµ transforms
like a 4-vector with a lower index. As a result, we will use the simplified notation

∂µ :=
∂

∂xµ
(0.37)

∂2 := ηµν∂µ∂ν = ∂2t − ~∇2 (0.38)

9



This implies

∂µx
ν = δ ν

µ . (0.39)

Note that we treat t and ~x as independent variables. Thinking ahead to quantum mechanics,
we will later make the identification P µ = (P 0, ~P ) ∼ i(∂t,−~∇) = i∂µ as operators in a
position-space basis.

0.2 Background Physics

Having established notation, we turn next to a quick review of the essential physics back-
ground for this course. If you are not familiar with this material, you should come speak to
me as soon as possible.

0.2.1 Electromagnetism

Maxwell’s equations [4]:

~∇· ~E = ρ (0.40)

~∇× ~E = −∂
~B

∂t
(0.41)

~∇· ~B = 0 (0.42)

~∇× ~B =
∂ ~E

∂t
+~j (0.43)

where ρ is the charge density and ~j is the charge current. In writing the equations in this
way, we have implicitly also set ǫ0 = µ0 = 1 (consistent with c = 1/

√
ǫ0µ0).

The electric and magnetic fields can be written in terms of electric and magnetic poten-
tials:

~E = −~∇φ− ∂ ~A

∂t
, ~B = ~∇× ~A . (0.44)

Down the road, we will combine the electric and magnetic potentials into a single four-vector

Aµ = (φ, ~A) . (0.45)

With these conventions, the electric potential due to a stationary point charge Q is

φ =
Q

4π

1

r
. (0.46)
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0.2.2 Classical Mechanics

In the Lagrangian formulation of classical mechanics, a physical system is described by a
set of generalized coordinates qi(t). The time evolution of the system is determined by the
action [5]:

S =

∫ b

a

dt L(qi, q̇i) . (0.47)

In many cases, the Lagragian L is equal to L = T−V . The equations of motion that describe
the time evolution of the coordinates qi(t) are derived from the principle of stationary action,
namely that the physical configuration is the one that satisfies δS = 0 for any infinitessimal
variation qi(t) → qi(t) + δqi(t) (with δqi = 0 for t = a, b). Applying this condition to the
action gives the equations of motion:

∂t

(
∂L

∂q̇i

)
− ∂L

∂qi
= 0 , (0.48)

for each value of i. This gives one second-order equation for each coordinate qi(t). The
solution is unique once initial values for qi(t) and q̇i(t) are specified.

A second way to formulate classical mechanics is in terms of a Hamiltonian H that
depends on the coordinates qi(t) and pi(t) [5]. The Hamiltonian formulation can be derived
from the Lagrangian, and vice versa. Given a Lagrangian L(qi, q̇i), the generalized momenta
are defined to be

pi =
∂L

∂q̇i
. (0.49)

Using these equations, it is possible to write each q̇i as a function of the pi and qi. The
Hamiltonian H(qi, pi) is then defined to be

H =
∑

i

q̇ipi − L , (0.50)

where all the q̇is on the right-hand side are to be viewed as functions of the qi and pi. The
equations of motion in this formulation can be written in terms of Poisson brackets, defined
according to

{f, g}PB =
∑

j

(
∂f

∂qj

∂g

∂pj
− ∂f

∂pj

∂g

∂qj

)
. (0.51)

With this definition, the equations of motion are

q̇i = {qi, H}PB, ṗi = {pi, H}PB . (0.52)

Two useful facts to keep in mind are

{qi, pj}PB = δij , (0.53)

and for any function f(q, p, t)

df

dt
= {f,H}PB +

∂f

∂t
. (0.54)
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0.2.3 Quantum Mechanics

The rules of quantum mechanics (QM) for relativistic systems are exactly the same as what
you have learned in previous classes. However, the procedure we will follow to formulate
a consistent quantum theory of relativistic particles will probably be new to you. In most
QM courses, you are typically given a system with a Hamiltonian and asked to solve for
the corresponding energy eigenvalues and eigenstates. Instead, the major challenge to be
addressed in this course will be figuring out how to build the system itself and to deduce
what its Hamiltonian should be. So, even though the way we approach things might seem
new and unusual, keep in mind that the basic underlying rules are the same as ever.

Recall that a quantum mechanical system consists of a set of states (comprising a Hilbert
space) together with the set of operators acting on them [6]. Starting from a classical system
defined in terms of qi, pj, and H , we can construct a corresponding quantum system by
elevating qi and pj to operators on the Hilbert space satisfying

[qi, pj] = i δij . (0.55)

Notice the similarity to the Poisson brackets. The Hamiltonian H is just a function of the qi
and pj, and is now also a well-defined operator on the Hilbert space of states (up to possible
ambiguities in the order of the qi and pj).

Quantum states can be viewed as vectors in a (possibly infinite-dimensional) vector space,
and observables correspond to operators on the space. The vector spaces that arise in
quantum mechanics also have an inner product defined on them. A key result in linear
algebra that we will use a lot is that the eigenstates of a Hermitian operator form a complete
basis for the vector space. For example, suppose {|n〉} are the eigenstates of the Hamiltonian
operator H , with H|n〉 = En|n〉. Completeness means that any state can be expanded in
terms of them:

|ψ〉 =
∑

n

an|n〉 , (0.56)

where the coefficients an are just numbers. We can also choose to arrange the energy
eigenstates to be orthonormal, 〈m|n〉 = δmn. In this case, we have

an = 〈n|ψ〉 . (0.57)

A convenient way to express completeness and orthonormality (which applies to any set of
orthonormal basis states) is the resolution of the identity :

I =
∑

n

|n〉〈n| , (0.58)

where I is the identity operator. Acting the identity, written in this form, on |ψ〉 then returns
Eq. (0.56) with the coefficients as in Eq. (0.57).

Time evolution in quantum mechanics is determined by the Hamiltonian. There are two
popular ways to describe this. The first is the Schrödinger picture in which the operators
are time-independent while the state of the system evolves according to

|α(t)〉 = e−iH(t−t0)|α(t0)〉 , (0.59)
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where t0 is some reference time. Equivalently, states satisfy the Schrödinger equation,

d

dt
|α(t)〉 = −iH|α(t)〉 . (0.60)

The second standard way to describe time evolution in QM is the Heisenberg picture.
Here, the states are time independent while the operators depend on time. Specifically, we
have |α(t)〉 = |α(t0)〉 together with

O(t) = eiH(t−t0)O(t0)e
−iH(t−t0) . (0.61)

This relation is equivalent to the commutation relation

d

dt
O = −i[O, H ] , (0.62)

which should remind you of the classical Poisson bracket result.

This discussion should be very familiar from your previous courses on QM, so let’s try
something a bit different. Specifically, let’s build a Hilbert space for a system and figure out
what kinds of operators act on it.

e.g. 1. Particles in Zero Dimensions

Consider a system consisting of a box that can contain any number of identical (bosonic),
non-interacting particles at rest. Let us assume further that each particle contributes an
energy M to the total. A complete set of states is therefore {|n〉 : n = 0, 1, 2, . . .}, where n
labels the number of particles in the box. The total energy of state |n〉 is nM , so we have

H|n〉 = nM |n〉 .

At this point, we are basically done. We have a complete Hilbert space for the system and
we can figure out the time evolution of any observable by applying the Schrödinger equation.

Even so, let us fiddle a bit more and look into what sorts of operators can act on the
space. Just about the only thing we can do to the system is add or remove particles, so it’s
worth thinking about operators that would accomplish this. Let us define an operator that
removes particles one at a time by

a|n〉 =
√
n |n− 1〉 .

There is nothing stopping us from making such a definition; this is a perfectly well-defined
operator on the Hilbert space. Taking the Hermitian conjugate of this and contracting the
result with all possible kets, we also find

a†|n〉 =
√
n+ 1|n+ 1〉 .

From this, we can also derive

[a, a†] = 1 ,
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as well as

H =M a†a .

In fact, it can be shown that any operator whatsoever on the Hilbert space can be built up
from sums and products of a and a†

All this should be familiar from the case of the harmonic oscillater. Now, however, the
system does not correspond to a single point particle in a quadratic potential. Even so, we
can rewrite the Hamiltonian in terms of X and P operators. For this, let us take the two
linear combinations of a and a† that are Hermitian:

X = (a + a†), P = −i(a− a†) .

These relations are invertible, so any operator on the Hilbert space can be constructed from
X and P as well. In particular, we have

H =M(X2 + P 2)/2−M/2 . (0.63)

Thus, our system of identical stationary bosons can be described by continuous generalized
coordinate operators X and P that don’t have anything to do with space or velocity.

0.3 Useful Math

The mathematics to be used in this course will consist mostly of vector calculus, together
with a bit of group theory. We will get to the group theory later on, so let us just mention
a few useful results in vector calculus [7].

We will write n-dimensional integrals over spacetime (one time and (n − 1) spatial
dimensions) as

∫
dnx =

∫
dt

∫
dx1

∫
dx2 . . .

∫
dxn−1 (0.64)

The divergence theorem generalizes to this case: for any n-dimensional volume V with
boundary ∂V , we have

∫

V

dnx ∂µf
µ =

∫

∂V

dA nµf
µ , (0.65)

where nµ is the outwardly pointing normal unit vector to the bounding surface ∂V . In most
cases of interest to us, the surface integral over ∂V will be zero for one reason or another.

Multi-dimensional delta functions will appear frequently:

∫
dnx δ(n)(x− x′)f(x) = f(x′) . (0.66)
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Equivalently δ(n)(x− x′) =
∏n−1

µ=0 δ(x
µ − xµ

′

). We also have the Fourier transform relation

∫
dnx eik·x = (2π)nδ(n)(k),

∫
dnk eik·x = (2π)nδ(n)(x) . (0.67)

Finally, recall that
∫
dx δ(f(x)) g(x) =

∑

a

g(xa)/|df/dx|xa , (0.68)

where xa refers to any value of x such that f(xa) = 0.

Sometimes it will be useful to use contour integration in the complex plane. The key
result is Cauchy’s theorem, which is that for any integral around a closed counterclockwise
contour C in the complex plane,

f(z0) =
1

2πi

∮

C

dz
f(z)

(z − z0)
, (0.69)

provided f(z) has no poles in the region bounded by the contour. If the contour runs
clockwise, the formula picks up an overall minus sign. Differentiating both sides with respect
to z0 gives

dn

dzn
f(z0) =

n!

2πi

∮

C

dz
f(z)

(z − z0)n+1
. (0.70)

This is really useful because it also applies to any deformation of the contour C that does
not intersect the pole. Sometimes the stuff in the integrand (with the pole factored off) is
called the residue of the pole. Cauchy’s theorem is therefore often stated as

∮

C

dz f(z) = 2πi× (sum of residues) . (0.71)

e.g. 2. I =
∫∞
0
dx 1/(1 + x2)

We can do this integral easily using Cauchy’s theorem. See Fig. 1 for an illustration of the
contours C1 and C2.

I =
1

2

∫ ∞

−∞
dx

1

1 + x2

=
1

2
lim
R→∞

∫ +R

−R
dx

1

1 + x2
= lim

R→∞

∫

C1

dz
1

1 + z2

=
1

2
lim
R→∞

[∮

C=C1+C2

dz
1

(z + i)(z − i)
−
∫

C2

dz
1

1 + z2

]

=
1

2
× 2πi× 1

2i
− 0

=
π

2
.
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Figure 1: Contours for e.g. 2.

In the last line, we have used the fact that the contour integration along C2 can be parametrized
by z = Reiθ and goes like

lim
R→∞

∫

C2

dz
1

1 + z2
= lim

R→∞

∫
dθ iReiθ

1

1 +R2e2iθ
→ 0 .

16



Chapter 1

Classical Fields

A field is just a continuous system defined in time and space. You have already encountered
a number of fields in your physics career.

e.g. 1. Some Fields

T (t, ~x) := T (x) = temperature at every point in the room.
φ(x) = electric potential at x = (t, ~x)
~E(x) = electric field at x = (t, ~x)

In this example, the first and second cases are scalar fields, where the field specifies a single
(real) number at every point in spacetime. The third case, the electric field, is a 3-vector
field specifying a vector at every point.

To describe a system characterized by one or more fields, we must specify the equations of
motion and the boundary conditions. A convenient way to encode the equations of motion is
in terms of a Lagrangian. In the next example, we will illustrate how to model a continuous
system as the limit of a discrete one. This example should also give you some intuition
for where the various terms that usually appear in field theory Lagrangians come from.
After this, we will look at how to derive the equations of motion directly, then specialize to
relativistic systems, and then move on to Hamiltonians and symmetries.

1.1 Discretized Example: A String with Free Ends

Consider a string of length ℓ whose ends can move freely. The configuration of the string
is described by h(t, x), the height of the string element at point x and time t. Since the
string has free ends, we also have the boundary conditions ∂xh(t, 0) = 0 = ∂xh(t, ℓ). We will
model the system by N equally-spaced masses m connected by springs k, with each mass
only allowed to move vertically. The setup is illustrated in Fig. 1.1. We will write

∆ = ℓ/N , xn = n∆ , (1.1)
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Figure 1.1: Discretized string.

and describe the height of the n-th mass by

hn(t) = h(t, xn) . (1.2)

These are the N generalized coordinates of the discrete system.

The total kinetic energy is

T =

N∑

n=1

1

2
mḣ2n . (1.3)

The potential energy is just the sum of the relative spring displacements between each of
the mass elements,

V =

N−1∑

n=1

1

2
k(hn+1 − hn)

2 . (1.4)

Let us now try to connect with the continuous case by taking N → ∞ (and ∆ → 0) while
keeping ρ := m/∆ and κ := k∆ fixed. The kinetic energy becomes

T =
∑

n

∆
1

2

m

∆
ḣ2n (1.5)

→
∫ ℓ

0

dx
1

2
ρ

(
∂h

∂t

)2

, (1.6)

where h = h(t, x), and we have used the formal definition of an integral. For the potential
energy, we get

V =
∑

n

∆
1

2
(k∆)

(hn+1 − hn)
2

∆2
(1.7)

→
∫ ℓ

0

dx
1

2
κ

(
∂h

∂x

)2

. (1.8)
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We now have an action S =
∫
dt (T − V ) for the continous system:

S =

∫
dt

∫ ℓ

0

dx
1

2

[
ρ

(
∂h

∂t

)2

− κ

(
∂h

∂x

)2
]

(1.9)

The integrand is sometimes called the Lagrange density.

The discretized form of the theory can also be used to deduce the equations of motion
for the continuous version. Remembering that the degrees of freedom are hn(t) = h(t, xn),
we find

∂t

(
∂L

∂ḣn

)
− ∂L

∂hn
= ∂t(∆ ρ ḣn) +

κ

∆
[(hn − hn−1)− (hn+1 − hn)] (1.10)

→ ∆ ρ

(
∂2t −

κ

ρ
∂2x

)
h(t, x) (1.11)

Thus, the equation of motion for h(t, x) is

(
∂2t −

κ

ρ
∂2x

)
h(t, x) = 0 . (1.12)

This is a familiar wave equation. A simple solution is

h(t, x) = a(k)e−iωteipx + (c.c.) , (1.13)

with ω related to p by the dispersion relation

ω = ± p

(
κ

ρ

)1/2

. (1.14)

These solutions correspond to left- and righ-moving waves with wavenumber k and equal
phase and group velocities vp =

√
κ/ρ = vg. Applying the boundary conditions restricts the

possible values of p.

A simple generalization of this example is to add the term M2h2/2 to V . Physically, this
would represent attaching each mass element to the h = 0 line by a spring with constant
M2. (Note thatM2 has nothing at all to do with the mass m of the elements.) The equation
of motion with this extra term becomes

(
∂2t −

κ

ρ
∂2x +M2

)
h(t, x) = 0 . (1.15)

The solution of Eq. (1.13) still works here, but with a different dispersion relation:

ω = ±
(
κ

ρ

)1/2√
p2 + (ρ/κ)M2 . (1.16)

This should remind you of the energy of a single relativistic particle.
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1.2 Equations of Motion (Lagrangian)

In the example above, we started with a continuous system, modelled it with a discrete one,
and took a limit to get back to the continuous case. This works, but it is also very tedious.
Instead, it is useful to apply the calculus of variations to continuous field systems directly.
Suppose our system is described by the field φ(t, x) defined in one spatial dimension. In
the Lagrangian formulation, we should think of the x parameter as a continuous label of
generalized coordinates:

φ(t, x) = qx(t) . (1.17)

Consider an action for the system of the form

S[φ] =

∫ t2

t1

dt

[∫ x2

x1

dx L (φ, ∂tφ, ∂xφ)

]
. (1.18)

Note that L =
∫
dx L here. We call L the Lagrangian density, and we will see that the

Lagrangian must take this form if we are to maintain causality.

To derive the equations of motion, we apply the principle of stationary action, namely that
δS = 0 under any variation φ(t, x) → φ(t, x) + δφ(t, x) such that δφ(t1, x) = δφ(t2, x) = 0.
This implies

δS =

∫
dt

∫
dx

[
∂L

∂φ
δφ+

∂L

∂(∂xφ)
δ(∂xφ) +

∂L

∂(∂tφ)
δ(∂tφ)

]
(1.19)

=

∫
dt

∫
dx δφ

(
∂L

∂φ
− ∂t

[
∂L

∂(∂tφ)

]
− ∂x

[
∂L

∂(∂xφ)

])
(1.20)

+

∫
dt

∫
dx ∂x

[
∂L

∂(∂xφ)
δφ

]
.

In the second line, we have integrated by parts over both t and x. The boundary term in
the t part vanishes due to our assumption that δφ(t1, x) = 0 = δφ(t2, x), but we are still
left with the x part which produces the last term in Eq. (1.20). For all the systems to be
considered in this course, we will assume spatial boundary conditions such that this term
vanishes (φ(t, x1,2) = 0 or ∂xφ(t, x1,2) = 0), but you should be aware of its existence.

With this slight complication out of the way, and remembering that δφ is arbitrary, we
find the equations of motion to be:

0 =
∂L

∂φ
− ∂t

[
∂L

∂(∂tφ)

]
− ∂x

[
∂L

∂(∂xφ)

]
. (1.21)

These apply for any value of t and x in the allowed range. Taking these equations of motion
and applying them to the string system considered in the previous section, it is not hard to
check that they reproduce the equations of motion we found before.

The derivation given here also generalizes to systems with multiple fields defined in any
number of spacetime dimensions. The Lagrangian for n spacetime dimensions ((n−1) spatial
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dimensions) becomes

L =

∫
d(n−1)x L (φi, ∂µφi) , (1.22)

and the equations of motion are

0 =
∂L

∂φi
− ∂µ

[
∂L

∂(∂µφi)

]
. (1.23)

Note that we have used four-vector indices (generalized to n spacetime dimensions) to
simplify the notation.

The variational principle applied to fields gives rise to the idea of functional derivatives.
In n spacetime dimensions (one time, (n−1) space) we define

δφ(xa)

δφ(xb)
= δ(n)(xa − xb) = δ(ta − tb) δ

(n−1)(~xa − ~xb) . (1.24)

Note that we write xa = (ta, ~xa) and so on. This functional derivative is just a continuous
generalization of ∂µx

ν = δνµ. We also demand that the chain rule (and product rule) hold:

δf(φ(x))

δφ(x′)
=
∂f

∂φ

δφ(x)

δφ(x′)
. (1.25)

The functional derivative should also commute with spacetime derivatives:

δ

δφ(x′)
[∂µφ(x)] = ∂µ

δφ(x)

δφ(x′)
. (1.26)

If you don’t like this, you can usually avoid it by integrating by parts.

In terms of functional derivatives (and assuming that boundary terms vanish), the
equations of motion can be written as

0 =
δS[φ]

δφ(x)
. (1.27)

This is easier to remember than varying φ by hand.

e.g. 2. Action in n spacetime dimensions

Consider the action

S[φ] =

∫
dt

∫
d(n−1)x

[
1

2
(∂tφ)

2 − ξ

2
(~∇φ)2 − f(φ)

]

=

∫
dt

∫
d(n−1)x

[
1

2
φ
(
−∂2t + ξ ~∇2

)
φ− f(φ)

]
,
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where we have integrated by parts in the second line. Taking a functional derivative gives

δS[φ]

δφ(x′)
=

∫
dt

∫
d(n−1)x

[(
−∂2t + ξ ~∇2

)
φ− ∂f(φ)

∂φ

]
δ(n)(x− x′)

=
(
−∂2t + ξ ~∇2

)
φ(x′)− ∂f(φ)

∂φ
(x′) .

This is precisely what we would have obtained from the principle of least action. Note that
x in the integration is a dummy variable (in that we can rename it anything we want),
while x′ is fixed. The quantity in the last line is a function of x′.

1.3 Relativistic Actions

Much of this course will focus on systems that are invariant under special relativity. The
basic theory we will consider for the first part of the course is that of a single real scalar field
defined on all of spacetime (t, xi ∈ (−∞,∞)) with action

S =

∫
d4x

[
1

2
(∂tφ)

2 − 1

2
(~∇φ)2 − V (φ)

]
(1.28)

=

∫
d4x

[
1

2
ηµν(∂µφ)(∂νφ)− V (φ)

]
, (1.29)

where d4x = dt d3x. To cut down on writing, we will often use the standard abbreviation
ηµν(∂µφ)(∂νφ) = (∂φ)2. We will also assume that φ and ∂µφ both vanish at spacetime
infinity.

Compared to the previous example (e.g. 2 ) we have ξ = 1. Only in this case can
we write the time and space derivatives as (∂φ)2. This is essential for the theory to be
Lorentz invariant, which requires that all Lorentz indices are contracted. We could have also
included other fully-contracted terms such as φ23∂2φ5∂µ∂νφ∂

µφ∂νφ. There is nothing wrong
with them, but for now, let us start with the most simple possibility. The action has been
also written in terms of a Lagrangian density, with terms that only depend on the single
local variable x. In principle, the action could also contain non-local terms like

S ⊃
∫
d4xd4y φ(x)φ(x− y) . (1.30)

However, this would imply that stuff at point x can instantaneously affect stuff at point y,
possibly far away. This is not consistent with causality (or locality). Thus, we will only
consider local actions that can be written in terms of a Lagrangian density.

Let us begin by finding solutions to the equations of motion for

V (φ) =
1

2
m2φ2 . (1.31)

Taking a functional derivative of the action, we find

(−∂2 −m2)φ = 0 . (1.32)
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This is called the Klein-Gordon equation. A solution is

φ(x) = a(k)e−ik·x (1.33)

with k0 = ±
√
~k2 +m2. This looks like the energy Ek of a relativistic point particle with mass

m and 3-momentum ~k. The most general solution is obtained by taking linear combinations
of these specific solutions and making sure the result is real (since φ(x) itself is real):

φ(x) =

∫
d̃k
[
a(~k)e−ik·x + a∗(~k)aik·x

]
, (1.34)

with k0 = Ek = +
√
~k2 +m2 and

d̃k =
d3k

2Ek(2π)3
. (1.35)

This funny combination has been chosen to obtain an integration measure that is Lorentz
invariant. While the basic d3k measure is not, the following combination is:

∫
d4k Θ(k0) δ(k2 −m2) =

∫
d3k

1

2Ek
, Ek =

√
~k2 +m2 . (1.36)

Another relativistic action that we will study down the road is that for electromagnetism.
Let us combine the scalar and vector potentials into a single 4-vector:

Aµ = (φ, ~A) . (1.37)

In terms of them, we define the field strength tensor to be

Fµν = ∂µAν − ∂νAµ . (1.38)

Note that it is antisymmetric: Fµν = −Fνµ. The action for electromagnetism is

S =

∫
d4x

(
−1

4
FµνF

µν

)
. (1.39)

This is invariant under Lorentz transformations because all the indices are contracted. The
equations of motion derived from this action turn out to be Maxwell’s Equations! (More
precisely they are Maxwell’s equations with no sources, ρ = ~j = 0.)

A complication that arises in electromagnetism is that the basic variables we have used
to describe the theory, Aµ, are not unique. In particular, transforming Aµ by

Aµ → Aµ + ∂µα , (1.40)

leads to the same electric and magnetic fields for any function α(x). Fortunately, such
transformations do not change Fµν , and therefore we obtain the same equations of motion.
The physical interpretation is that the Aµ are redundant variables, with different values able
to describe the same physical configuration. This implies that all physical observables should
be unaffected by the gauge transformation of Eq. (1.40).
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1.4 Equations of Motion (Hamiltonian)

To connect with quantum mechanics later on, it will be useful to know the Hamiltonian
formulation of our simple field theory. A sensible generalization of conjugate momenta to
continuous systems is

Π(t, ~x) =
∂L

∂φ̇(t, ~x)
. (1.41)

The Hamiltonian is then

H =

∫
d3xH =

∫
d3x

[
Π(t, ~x)φ̇(t, ~x)− L

]
. (1.42)

Not surprisingly, we call H the Hamiltonian density. We can also generalize the concept of
Poisson brackets:

{f, g}PB =

∫
d3x′′

[
δ′f

δ′φ(t, ~x′′)

δ′g

δ′Π(t, ~x′′)
− δ′g

δ′φ(t, ~x′′)

δ′f

δ′Π(t, ~x′′)

]
(1.43)

where the prime on the functional derivatives means that we don’t touch the time variable
in the sense δ′φ(t, ~x)/δ′φ(t, ~y) = δ(3)(~x − ~y), and δ′Π(t, ~x)/δ′Π(t, ~y) = δ(3)(~x − ~y). Since φ
and Π are independent variables, we also have δ′Π(t, ~x)/δ′φ(t, ~y) = 0 = δ′Π(t, ~x)/δ′φ(t, ~y).

The Hamiltonian equations of motion are then

φ̇(t, ~x) = {φ(t, ~x), H}, Π̇(t, ~x) = {Π(t, ~x), H} . (1.44)

We also find that

{φ(t, ~x), φ(t, ~x′)}PB = 0 = {Π(t, ~x),Π(t, ~x′)}PB (1.45)

{φ(t, ~x),Π(t, ~x′)}PB = δ(3)(~x− ~x′) . (1.46)

Note that both arguments have the same value of the time variable t.

Applying this formalism to our basic scalar field theory, the conjugate momenta are

Π(t, ~x) =
∂L

∂φ̇(t, ~x)
= φ̇(t, ~x) , (1.47)

and the Hamiltonian density is

H =
1

2
Π2 +

1

2
(~∇φ)2 + V (φ) . (1.48)

The equation of motion for φ yields

φ̇(t, ~x) = {φ(t, ~x), H}PB (1.49)

=

∫
d3x′

[
δ′φ(t, ~x)

δ′φ(t, ~x′)

δ′H

δ′Π(t, ~x′)
− δ′φ(t, ~x)

δ′Π(t, ~x′)

δ′H

δ′φ(t, ~x′)

]
(1.50)

=

∫
d3x′ δ(3)(~x− ~x′)Π(t, ~x′) (1.51)

= Π(t, ~x) . (1.52)
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From the equation of motion for Π, we get

Π̇(t, ~x) = {Π(t, ~x), H}PB (1.53)

=

∫
d3x′

[
δ′Π(t, ~x)

δ′φ(t, ~x′)

δ′H

δ′Π(t, ~x′)
− δ′Π(t, ~x)

δ′Π(t, ~x′)

δ′H

δ′φ(t, ~x′)

]
(1.54)

=

∫
d3x′

[
0− δ(3)(~x− ~x′)

(
−~∇2φ+

∂V

∂φ

)]
(1.55)

= ~∇2φ− ∂V

∂φ
. (1.56)

This is equivalent to what we found in the Lagrangian formulation.

1.5 Symmetries and Noether’s Theorem

Symmetries play a key role in physics, and they have interesting implications for field theories
(both classical and quantum). A symmetry is a transformation of the system that leaves
the physics the same. For classical theories, “the same physics” means that the equations
of motion should have the same form both before and after the transformation. We will
consider both discrete and continuous symmetries, but the continuous case will turn out to
be more interesting.

e.g. 3. A discrete symmetry of our simple scalar theory.

Recall that the Lagrangian (density) was L = 1
2
(∂φ)2 − 1

2
m2φ2. This is clearly unaffected

by φ → φ′ = −φ, and the equations of motion for φ′ are identical to those for φ. On the
other hand, this would not be a symmetry if V contained a term proportional to φ3.

A necessary and sufficient condition for a transformation to be a symmetry is that the
action written in terms of the transformed coordinates take the same form as the original
theory. There are two ways to think about this. The first is the active picture, where the
configuration of the system is changed. For an an action that is a functional of a set of fields
{φi}, this means that we explicitly change the fields

φi → φ′i = fi(φ) . (1.57)

In turn, this changes the action according to

S[φ] → S[φ′] := S ′[φ] , (1.58)

where S ′[φ] is some new functional of the original (untransformed) fields φi. In this active
picture, a transformation is a symmetry if and only if

S ′[φ] = S[φ] . (1.59)
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A standard example of an active transformation is performing a rotation on the system.

The second way to think of symmetries is in terms of the passive picture. Here, the idea
is that we don’t actually modify the system, but rather that we just use different variables
to describe it. Suppose φi = fi(φ

′), for some new set of fields {φ′j}. Rewriting the action in
terms of these new field variables, we find

S[φ] = S[f(φ′)] = S ′[φ′] . (1.60)

Such a transformation is a symmetry of the system if and only if

S ′[φ′] = S[φ′] . (1.61)

The standard example of a passive transformation is choosing a rotated set of axes to describe
the system. Relative to the new axes, the coordinates that describe the system are different
even though the system has not changed at all. You should convince yourself that both
pictures are equivalent.

e.g. 4. A continuous symmetry for two fields.

Consider a theory with two real fields φ1 and φ2:

L =
1

2

[
(∂φ1)

2 + (∂φ2)
2
]
− 1

2
m2
(
φ2
1 + φ2

2

)

=
1

2
(∂φ)t(∂φ)− 1

2
m2φtφ ,

where φ = (φ1, φ2)
t. This is clearly invariant under the discrete transformation φ → −φ. It

is also unchanged under transformations of the form

φ→ φ′ = Oφ , (1.62)

where O is any 2× 2 orthogonal matrix – satisfying OtO = I. These are called continuous
transformations because they can be parametrized by a continuous parameter. In
particular, up to a few signs, we can write any orthogonal matrix O in terms of the
parameter α:

O =

(
cosα − sinα
sinα cosα

)
. (1.63)

Note as well that this is the active picture, and we have just argued that
S[φ] → S[Oφ] = S ′[φ] = S[φ]. Alternatively, in the passive picture we would write

φ = Oφ′′ , (1.64)

for some new field coordinates φ′′. Now, S[φ] = S[Oφ′′] by assumption, but the fact that
this is a symmetry corresponds to S[Oφ′′] := S ′′[φ′′] = S[φ′′].
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Continuous symmetries are especially interesting because they imply conservation laws.
This relationship is called Noether’s theorem. Let’s derive it using the active picture.
Consider a continuous (active) transformation described by the parameter α:

φi(x) → φ′i(x) = φi(x) + α∆φi(x) , (1.65)

where we will treat |α| ≪ 1 and work to linear order. This will change the action by changing
the Lagrangian, which we assume can be written as a Lagrangian density. For this to be a
symmetry we must have S[φ′] := S ′[φ] = S[φ]. Equivalently, the Lagrangian density should
obey

L (φ′) := L
′(φ) = L (φ) + α∂µK

µ . (1.66)

Note that the Lagrangian density can change by a total divergence; this will only produce a
vanishing surface term in the action, and will therefore yield the same equations of motion.

Plugging the form of Eq. (1.65) into Eq. (1.66) gives

0 = L (φ′)− L (φ)− α∂µK
µ (1.67)

=
∑

i

∂L

∂φi
α∆φi +

∑

i

∂L

∂(∂µφi)
∂µ(α∆φi)− α∂µK

µ (1.68)

=
∑

i

[
∂L

∂φi
− ∂µ

∂L

∂(∂µφi)

]
α∆φi + α∂µ

[
∑

i

∂L

∂(∂µφi)
∆φi −Kµ

]
, (1.69)

where we have used the product rule to move derivatives around. The terms in the first part
of the last line above vanish by the equations of motion. This implies that

0 = ∂µj
µ, where jµ =

∑

i

∂L

∂(∂µφi)
∆φi −Kµ . (1.70)

We say that the four-vector jµ is conserved. The reason for this is that if we define the
corresponding conserved charge (not necessarily electric charge!) by

Q =

∫
d3x j0 , (1.71)

we find that

∂tQ =

∫
d3x ∂tj

0 =

∫
d3x ~∇ ·~j = 0 . (1.72)

Note that we get zero because everything vanishes on the boundary, by assumption. The
physical interpretation of jµ = (j0,~j) is that j0 is a charge density and ~j is a current density.

e.g. 5. More of our two-field example

Applying this general result to the theory of e.g. 4, we find that L (φ′) = L (φ), and thus
Kµ = 0. For small rotation angles α, we also have

(
φ1

φ2

)
→
(
φ′1
φ′2

)
=

(
1 −α
α 1

)(
φ1

φ2

)
=

(
φ1 + α∆φ1

φ2 + α∆φ2

)
. (1.73)
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Thus, ∆φ1 = −φ2 and ∆φ2 = φ1. The conserved current is therefore

jµ = −(∂µφ1)φ2 + φ1(∂
µφ2) . (1.74)

It is straightforward to check that this current is indeed conserved.

A particularly important set of continous transformations are the spacetime translations,

xλ → xλ − aλ . (1.75)

For just about all the theories we will study in this course, these translations will be
symmetries of the system. For now, let’s look specifically at our simple scalar theory. It is
easiest to think of the translations as an active shift of the system: φ(x) → φ′(x) = φ(x+ a)
(with the integrals and derivatives in the action unchanged, possible because we integrate
over all spacetime). For infinitessimal aλ, we have

φ′(x) = φ(x) + aλ∂λφ . (1.76)

Applying this to the Lagrangian, we find

L (φ′) = L (φ) + aλ∂µ (δ
µ
λL ) . (1.77)

Thus, spacetime translations are a symmetry of our theory with Kµ
λ = δµλL . Applying our

general result, the corresponding conserved currents are

jµλ = ∂µφ ∂λφ− δµλL . (1.78)

At this point, let us emphasize that we have just considered four different symmetries at once;
each value of λ = 0, 1, 2, 3 corresponds to a different transformation.1 In contrast, µ labels
the spacetime index that always arises on the current. However, since ηµνj

ν
λ = jµλ = jλµ in

this case, we can afford to be a bit careless with the indices.

For the specific case of time translations, we should take λ = 0. The corresponding
charge is

∫
d3x j00 =

∫
d3x

[
1

2
(∂tφ)

2 +
1

2
(~∇φ)2 + V (φ)

]
. (1.79)

This is just the Hamiltonian H we derived previously (with Π = ∂tφ). Thus, invariance
under time translations corresponds to energy conservation, Ḣ = 0. Similarly, for spacial
translations the related charge is

∫
d3x j0i =

∫
d3x Π ∂iφ , (1.80)

corresponding to a conserved spatial momentum Pi. Note that the conserved spatial mo-
mentum is not the same thing as the conjugate momentum (Π = ∂tφ) in the Hamiltonian
formulation! Given the physical interpretation of jµλ , it is given a special symbol

jµν = T µν , (1.81)

and is called the energy-momentum tensor. The corresponding charges are usually combined
into a single conserved 4-vector, P µ =

∫
d3x j0µ = (H, ~P ).

1This is why we used λ instead of ν.
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Chapter 2

Quantizing the Scalar

Having studied the classical theory of a real scalar field, we now apply quantum mechanics
to it. Specifically, we will study the theory of the scalar φ(x) described at the classical level
by the Lagrangian density

L =
1

2
(∂φ)2 − 1

2
m2φ2 − Λ , (2.1)

where Λ is a constant, independent of x and φ. Adding this constant does not affect the
equations of motion. With this Lagrangian, we find the conjugate momentum

Π(x) = ∂tφ(x) , (2.2)

and the Hamiltonian

H =

∫
d3x

[
1

2
Π2 +

1

2
(~∇φ)2 + 1

2
m2φ2 + Λ

]
. (2.3)

From this, we see that Λ represents a constant background energy density.

2.1 Mode Expansions

Before getting to quantization, it will be useful to look a bit more closely at the expansion
of the classical field φ(x) described by the Lagrangian of Eq. (2.1) in terms of plane waves.
Recall that the general solution to the classical equation of motion was

φ(x) =

∫
d̃k
[
a(~k)e−ik·x + a∗(~k)eik·x

]
, (2.4)

where k0 = Ek =
√
~k 2 +m2. For the conjugate momentum Π(x), this implies

Π(x) = ∂tφ(x) = −i
∫
d̃k k0

[
a(~k)e−ik·x − a∗(~k)eik·x

]
. (2.5)
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We can also express the Hamiltonian in this way.

In formulating the quantum theory, it will be useful to solve for a and a∗ in terms of φ
and Π. To do this, recall that

∫
d3x ei~p·~x = (2π)3δ(3)(~p) . (2.6)

Multiplying φ(x) by eip·x, with p0 = Ep =
√
~p2 +m2, and integrating over d3x, we get

∫
d3x eip·xφ(x) =

∫
d3x

∫
d̃k
[
a(~k)e−i(k

0−p0)tei(
~k−~p)·~x + a∗(~k)ei(k

0+p0)te−i(~p+
~k)·~x
]

(2.7)

= (2π)3
∫
d̃k
[
e−i(k

0−p0)ta(~k)δ(3)(~k − ~p) + ei(k
0+p0)ta∗(~k)δ(3)(~k + ~p)

]
(2.8)

=
1

2p0
a(~p) +

1

2p0
a∗(−~p)e2ip0t . (2.9)

In going from the first to the second line, we have performed the
∫
d3x integration to obtain

the delta functions of ~k and ~p. Note that ~k = ±~p implies k0 = p0 =
√
~p2 +m2. A similar

calculation on Π gives
∫
d3x eip·xΠ(x) = (−i)1

2
a(~p) + (i)

1

2
a∗(−~p) e2ip0t . (2.10)

Taking linear combinations of these two results, we find

a(~p) = i

∫
d3x eip·x(Π− ip0φ) , (2.11)

a∗(~p) = −i
∫
d3x e−ip·x(Π + ip0φ) . (2.12)

It is important to note that even though φ(x) and Π(x) both depend on t, this dependence
cancels out completely in these linear combinations.

2.2 Going Quantum

We are now set to formulate the quantum theory obtained from the classical field system
described by the Lagrangian of Eq. (2.1). In the classical Hamiltonian formulation of the
theory, Eq. (2.3), we have the conjugate variables φ(x) and Π(x). To define a quantum
theory, we elevate φ(x) and Π(x) to Hermitian operators on a Hilbert space. As operators,
they should satisfy commutation relations analogous to the classical Poisson brackets:

[φ(t, ~x), φ(t, ~y)] = 0 = [Π(t, ~x),Π(t, ~y)] (2.13)

[φ(t, ~x),Π(t, ~y)] = i δ(3)(~x− ~y) (2.14)

These relations are a natural generalization of the Poisson brackets we obtained in the
classical theory. Note as well that these commutation relations apply specifically when φ
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and Π are evaluated at the same time t.1 This might seem a bit funny at first, but
remember that we should think of ~x as a label for different generalized coordinates (i.e.
φ(t, ~x) = q~x(t)), and that our Poisson bracket relations are defined specifically for functions
of qi and pj evaluated at the same time value. For this reason, the relations of Eqs. (2.13,2.14)
are sometimes called equal-time commutation relations.

At this point, it is worth going back to the mode expansions we found in Section 2.1
for the classical fields. With our quantum field operators, we can define time-independent
operators a(~k) and a†(~k) according to

a(~k) = i

∫
d3x eik·x(Π− ik0φ) |t=t0 , (2.15)

a†(~k) = −i
∫
d3x e−ik·x(Π + ik0φ) |t=t0 , (2.16)

where k0 = Ek and all operators on the right-hand side are to be evaluated at the arbitrary
reference time t0. At this point, we can also invert these relations to write φ(t0, ~x) and

Π(t0, ~x) in terms of a(~k) and a†(~k), but only at the fixed time t0. We will return to the issue
of time dependence later on.

With the definitions of Eqs. (2.15,2.16), the commutation relations of φ and Π at t0 imply
simple commutation relations for a and a†:

[
a(~k), a(~p)

]
= 0 =

[
a†(~k), a†(~p)

]
, (2.17)

[
a(~k), a†(~p)

]
= (2π)3 2k0 δ(3)(~k − ~p) . (2.18)

These relations should look familiar. Up to an overall normalization, they are equivalent to
the commutation relations of the raising and lowering operators for a set of indepdendent
harmonic oscillators, [ai, a

†
j] = i δij . Using this analogy, we can build up the Hilbert space

and find the energy eigenvalues.

The Hamiltonian of the system has the same form as the classical version, Eq. (2.3), but
is now an operator built from the operators φ and Π. Rewriting it in terms of a and a† using
φ and Π at time t0, we find

H =
1

2

∫
d̃k k0

[
a†(~k)a(~k) + a(~k)a†(~k)

]
+ Λ V (2.19)

=

∫
d̃k k0 a†(~k)a(~k) +

1

2

∫
d3k k0 δ(3)(0) + Λ V , (2.20)

where V is the volume of spacetime. The last two terms in the second line are formally infinite
constants that do not affect the dynamics. We will assume that they cancel exactly. The
remaining expression is just a continuous generalization ofH =

∑N
i=1 ωia

†
iai, the Hamiltonian

for a set of N independent oscillators.

Let’s now build up the states. To do so, we make two assumptions:

1Seriously, take note of this.
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1. There exists a unique vacuum state |0〉 such that

a(~k)|0〉 = 0 (2.21)

for all values of ~k.

2. Any operator on the Hilbert space can be built up from φ(x) and Π(x). Equivalently,
any local operator on the Hilbert space defined at time t0 can be constructed out of
a(~k) and a†(~k).

To build the Hilbert space, we will apply powers of a†(~k) to the vacuum.

Consider first the state a†(~p)|0〉 := |~p〉. Applying the Hamiltonian, we find

H|~p〉 =

∫
d̃k k0 a†(~k)a(~k)a†(~p)|0〉 (2.22)

=

∫
d̃k k0 a†(~k)

[
a†(~p)a(~k) + (2π)32p0δ(3)(~k − ~p)

]
|0〉 (2.23)

= 0 + p0|~p〉 . (2.24)

Therefore |~p〉 is an energy eigenstate with eigenvalue p0 =
√
~p2 +m2. One can also show

that this state is an eigenstate with eigenvalue ~p of the spatial momentum operator P i =∫
d3xT 0i = −

∫
d3x Π∂iφ constructed from the energy momentum tensor (and generalized

to quantum operators).

The physical interpretation of the state |~p〉 is that it represents a particle with three-
momentum ~p and energy p0 =

√
~p2 +m2. In particular, the Lagrangian parameter m

corresponds to the mass of the particle. This might come as a bit of a surprise. After all, we
started with a continuous system, and we have ended up with discrete particle states. On
the other hand, we already know that classical electromagnetism is a field theory that gives
rises to particle excitations, photons, when quantized. Also, quantum mechanics is weird.

The most general state of the system is a linear combination of states of the form

[a†(~k1)]
n1[a†(~k2)]

n2 . . . [a†(~kN)]
nN |0〉 := |~k1, n1;~k2, n2; . . . ;~kN , nN 〉 (2.25)

This state has energy E =
∑N

i=1 nik
0
i and three-momentum ~P =

∑N
i=1 ni

~ki. It is interpreted

as a multiparticle state consisting of n1 particles of momentum ~k1, n2 particles of momentum
~k2, . . . , and nN particles of momentum ~kN . Thus, we see that the field theory is able to
describe any number of relativistic particles at once.

We can deduce three important properties of the particles described by this theory from
the structure of the states. The first is that the particles have no identifying properties other
than their momenta. They must therefore have spin zero. The second observation is that any
number of particles can have the same momentum and there is no label to tell them apart.
It follows that these particles are bosons. And third, the total energy of any multi-particle
state is just the sum of the energies of the individual constituents. This implies that the
particles do not interact with each other at all. For this reason, the simple quadratic theory
we are studying is said to be a theory of free particles (or a free field theory). We will see
later on that interactions between particles will emerge when we add higher-order terms to
the Lagrangian.
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2.3 More on Time Dependence

The operators we started with, φ(x) = φ(t, ~x) and Π(x) = Π(t, ~x), depend on time. We have

also found quantum states |~k1, n1; . . . ;~kN , nN〉 that are time-independent. Thus, we have
been implicitly working in the Heisenberg picture of quantum mechanics where operators
depend on time and states do not. Even so, there is a gap to fill. The ladder operators a(~k)

and a†(~k) were constructed from φ and Π evaluated at the specific time t0, and so too was
our Hamiltonian. We need to extend these results to arbitrary time values.

By assumption, time evolution in quantum mechanics is governed by the Hamiltonian.
In particular, for any Heisenberg-picture operator O(t) we have

[H,O] = −i∂tO . (2.26)

By applying this relation to successive infinitesimal time translations, one can show that it
is equivalent to

O(t) = eiH(t−t0)O(t0)e
−iH(t−t0) . (2.27)

Applying this general property to the φ and Π operators and using their commutation
relations, we find

∂tφ(t, ~x) = i[H, φ(t, ~x)] = Π(t, ~x) , (2.28)

∂tΠ(t, ~x) = i [H,Π(t, ~x)] = (~∇φ)2 −m2φ . (2.29)

These reproduce the classical equations of motion. However, they are now to be interpreted
as relations between time-dependent operators.

We also have

φ(t, ~x) = eiH(t−t0)φ(t0, ~x)e
−iH(t−t0), Π(t, ~x) = eiH(t−t0)Π(t0, ~x)e

−iH(t−t0) . (2.30)

Now, recall that to construct the time-independent operators a(~k) and a†(~k), we used φ and
Π defined at the fixed reference time t0. We can invert Eqs. (2.15,2.16) to solve for φ(t0, ~x)
and Π(t0, ~x), and then use Eq. (2.30) to find the operators defined at any time at all. Taking
t0 = 0, the result is2

φ(t, ~x) =

∫
d̃k
[
a(~k)e−ik

0t+i~k·~x + a†(~k)eik
0t−i~k·~x

]
, (2.31)

and similarly for Π(t, ~x). While this relation looks just like what we had for the classical
fields in Section 2.1, it is now a non-trivial relationship between quantum operators.

Finally let us mention that when we defined our Hamiltonian earlier, we did so only at the
specific time t0 = 0. However, since ∂tH = [H,H ] = 0, the Hamiltonian is time-independent
and our earlier definition is valid for all t. This can be verified by plugging the general
expansion of Eq. (2.31) into the expression for H in terms of φ(t, ~x) and Π(t, ~x).

2For other values of t0, one finds the same result but with t→ (t− t0).
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2.4 More on Operators

Before moving on to study more complicated Lagrangians, it is worth spending a bit more
time with the quantum field operators in the free theory. We interpreted |~p〉 = a†(~p)|0〉 as a
quantum state representing a single free particle with mass m and three-momentum ~p. More
generally, we found that the Hilbert space H can be divided according to

H = |0〉 ⊕ {|1〉} ⊕ {|2〉} ⊕ . . . , (2.32)

where {|1〉} represents the subspace of one-particle states, {|2〉} the subspace of two-particle
states, and so on.

Applying φ(x) to the vacuum, we find

φ(x)|0〉 =
∫
d̃k eik·x|~k〉 . (2.33)

The quantum field therefore creates a linear combination of one-particle states out of the
vacuum. Let us also define the operator

I1p =

∫
d̃k|~k〉〈~k| . (2.34)

It is not hard to show that this operator is the identity when acting on the subspace of
one-particle states: I1p|~p〉 = |~p〉.

There are two especially useful operations that can be defined for products of multiple
operators. The first of these is called normal ordering, and applies specifically to the a(~k)
and a†(~p) operators. A normal-ordered operator N{O} is one in which all the a† raising
operators within it are written to the left of all a lowering operators. For example,

N{a(~k1)a†(~k2)} = a†(~k2) a(~k1) , (2.35)

N{[a†(~k1)]n1[a(~k2)]
n2[(a†(~k3)]

n3 ]} = [a†(~k1)]
n1[a†(~k3)]

n3 [a(~k2)]
n2 . (2.36)

The nice feature of a normal-ordered operator is that it has zero expectation value when
sandwiched between 〈0| and |0〉 unless it is the identity. Furthermore, using the raising and
lowering commutation relations, any operator can be written uniquely as a sum of normal-
ordered operators, each containing an equal or smaller number of a and a† factors. Note
that sometimes normal ordering is denoted by : O : .

The second useful operation that applies to products of φ and Π operators is time
ordering. For a pair of fields, the time-ordered product is

T{φ(t1, ~x1)φ(t2, ~x2)} = Θ(t1 − t2)φ(t1, ~x1)φ(t2, ~x2) + Θ(t2 − t1)φ(t2, ~x2)φ(t1, ~x1) , (2.37)

where Θ(t) is the usual step function (Θ(t) = 1 for t > 0, Θ(t) = 0 for t < 0). Put another
way, a time-ordered product of a pair of fields means that the field with the larger time is
written to the left. More generally, the time-ordered product of multiple fields is the one
where they are written in order of decreasing time values, from left to right.
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The vacuum expectation value of the time-ordered product of a pair of fields will be of
particular importance to us. Assuming t1 > t2, we have

〈0|T{φ(x1)φ(x2)}|0〉 =

∫
d̃k

∫
d̃p 〈0|a(~k)a†(~p)|0〉e−ik·x1eip·x2 (2.38)

=

∫
d3k

(2π)3
1

2k0
e−ik·(x1−x2) (2.39)

=

∫
d3k

(2π)3

∫ ∞

−∞

dx

(2π)

i

x2 − ~k2 −m2 + iǫ
e−ix(t1−t2)+i

~k·(~x1−~x2) .(2.40)

In the last line, we have rewritten the preceeding line using the integral relation you derived

in hw-00. Note that the iǫ picks out the pole at x = k0 =
√
~k2 +m2 for t1 > t2. For t1 < t2,

it turns out that we obtain the same final result, but now the iǫ selects the pole at x = −k0
in the x integration. This expression is so important we give it a special name: the Feynman
propagator DF . It can be rewritten in the form

DF (x− y) =

∫
d4p

(2π)4
i

p2 −m2 + iǫ
e−ip·(x−y) , (2.41)

where now p0 is a free variable unrelated to
√
~p2 +m2.

We will see that the Feynman propagator describes a particle (or antiparticle) propagating
from one point to another, possibly before and after scattering with other stuff. It also has
a couple of useful properties. The first is that DF is really simple if we Fourier transform it:

∫
d4x eik·xDF (x) =

i

k2 −m2 + iǫ
:= D̃F (k) , (2.42)

with k0 still independent of
√
~k2 +m2. The second special property of the Feynman propa-

gator is that it almost satisfies the Klein-Gordon equation:

(∂2 +m2)DF (x− y) = −iδ(4)(x− y) . (2.43)

Because of this, DF is said to be a Green’s function of the Klein-Gordon equation.

2.5 Wave Functionals

We have constructed our quantum field theory in terms of states and operators in the
Heisenberg picture. It can also formulated in a way that is analagous to the wavefunction
formulation of single-particle quantum mechanics in the Schrödinger picture. This formu-
lation isn’t used very much, but it’s fun to see. More detailed accounts can be found in
Refs. [8, 9].

Recall that for a single particle quantum system (in one dimension), we can define a
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position operator x̂ and eigenstates such that3

x̂|x′〉 = x′|x′〉 , 〈x′|x′′〉 = δ(x′ − x′′) , I =

∫
dx′ |x′〉〈x′| . (2.44)

The wavefunction of a state |Ψ〉 is then given by

Ψ(x) = 〈x|Ψ〉 . (2.45)

This generalizes straightforwardly to multiple spatial dimensions.

The analagous set of states in a quantum theory are

φ̂(0, ~x) |φ′〉 = φ′(~x) |φ′〉 . (2.46)

Here, φ̂(0, ~x) is the field operator at t = 0 while φ′(~x) is a just a function that specifies

the configuration of the field system at each point in space. Since φ̂(0, ~x) is a Hermitian
operator, these states form a complete set for the system, and the different eigenvalues are
mutually orthogonal. Completeness translates into

I =

∫
[Dφ′] |φ′〉〈φ′| . (2.47)

Here,
∫
[Dφ′] denotes a functional integral, in which all possible field configurations φ′(~x) of

the system are summed over. The statement of orthogonality takes the form

〈φ′|φ′′〉 = δ[φ′ − φ′′] , (2.48)

where δ[f ] is the delta functional, equal to zero unless f = 0 and infinite (in a controlled
way) otherwise.4 The normalization of the delta functional is such that

∫
[Dφ′] δ[φ′ − φ′′]F [φ′] = F [φ′′] (2.49)

for any functional F .

Given a quantum state |Ψ〉 of the theory, the corresponding wavefunctional is

Ψ[φ′] = 〈φ′|Ψ〉 . (2.50)

Alternatively, Ψ[φ′] is just the expansion coefficient when expanding this state in the {|φ′〉}
basis. We can also expand operators in this basis, and represent them as operators on
wavefunctionals. The results for φ̂(~x) and Π̂(~x) are

φ̂(0, ~x) → φ(~x), Π̂(0, ~x) → −i δ

δφ(~x)
. (2.51)

3 Note that I’ve put a hat on the operator to distinguish it from the eigenvalue. I’ll do so in this section
for clarity, but nowhere else.

4 Recall that a functional is an object that takes in a function and outputs a single number. A familiar
example is the classical action S[φ].
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The φ case should be obvious, while for Π, note that for any functional Ψ[Φ]

[
φ(~x) , −i δ

δφ(~y′)

]
Ψ[φ′] = iδ(3)(~x− ~y)Ψ[φ′] . (2.52)

This is precisely the commutator we want.

With this functional representation in hand, we can now expand the general Schrödinger
equation in the {|φ′〉} basis to obtain a Schrödinger equation for wavefunctionals. We have

i
d

dt
Ψ[φ] =

1

2

∫
d3x

([
−i δ

δφ(~x)

]2
+ (~∇φ)2 +m2φ2

)
Ψ[φ] . (2.53)

This is nothing more than a continuous generalization of the simple harmonic oscillator.
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Chapter 3

Interacting Scalars

We have found that quantizing a scalar field theory with V (φ) = 1
2
m2φ2+Λ produces a theory

of identical free particles with mass m, in which the individual particles do not interact with
each other at all. Due to the simplicity of this theory, we were able to find all the energy
eigenstates and eigenvalues. On the other hand, this simplicity also means that the theory
is not very interesting.

In this note, we will look at more complicated scalar theories with higher-order terms in
the potential. Specifically, we will investigate the Lagrangian

L =
1

2
(∂φ)2 − 1

2
m2φ2 − Λ−∆V (φ) . (3.1)

In many cases, we will take

∆V =
λ

4!
φ4 , (3.2)

where λ is a constant parameter. For this choice of ∆V , the classical equation of motion is

(∂2 +m2)φ = − λ

3!
φ3 . (3.3)

This is a non-linear partial differential equation. It is much harder to solve than a linear
equation because it is no longer always true that a linear combination of two individual
solutions is also solution. In general, we don’t know how to solve such equations analytically.

Turning to the Hamiltonian formulation of the classical theory, we find the conjugate
momentum

Π(x) = ∂tφ(x) , (3.4)

and the Hamiltonian

H =

∫
d3x

[
1

2
Π2 +

1

2
(~∇φ)2 + 1

2
m2φ2 + Λ

]
+

∫
d3x ∆V (φ) (3.5)

:= H̄0 +∆H , (3.6)
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where ∆H =
∫
d3x∆V (φ).

3.1 Quantizing

To quantize this theory, we proceed just like before by elevating φ(x) and Π(x) to operators
on a Hilbert space and imposing canonical commutation relations on them at equal times.
Also as before, we can define a(~k) and a†(~k) operators at the fixed reference time t0 = 0
according to

a(~k) = i

∫
d3 eik·x(Π− ik0φ)|t=0 , (3.7)

a†(~k) = −i
∫
d3 e−ik·x(Π + ik0φ)|t=0 , (3.8)

where k0 = Ek =
√
~k2 +m2. Using the commutators of φ and Π at t = 0, the commutators

of the a and a† operators are

[a(~k), a†(~p)] = (2π)32k0δ(3)(~k − ~p), [a(~k), a(~p)] = 0 = [a†(~k), a†(~p)] . (3.9)

Building up the Hamiltonian at t = 0 in terms of the modes, we find

H =

∫
d̃k k0a†(~k)a(~k) +

∫
d3x ∆V (φ) (3.10)

= H0 +∆H(t = 0) . (3.11)

Even though we have constructed the Hamiltonian from quantities defined at t = 0, it is still
time-independent,1 and so this expression holds for any time: H(t) = H(0). We can also
expand ∆H(0) in terms of the ladder operators, but the resulting expression will typically
be complicated. For ∆H = λφ4/4!, it will involve products of four a and a† factors.

Using the a and a† operators, we can also build the Hilbert space. As before we assume
there exists a state |0〉 that is annihilated by all the a(~k). In particular, H0|0〉 = 0. A
complete basis of eigenstates of the Hermitian operator H0 can then be formed by applying
powers of a†(~pi) to |0〉. This is good – we have now quantized the theory by specifying the
degrees of freedom and finding a basis for the corresponding Hilbert space.

Now for the bad news. For just about any ∆V that isn’t linear or quadratic in φ, we do
not know how to find the exact time evolution of the system. This difficulty is easiest to
see in the Schrödinger picture, where operators are time-independent and the states evolve
in time. If we try to identify |0〉 with a zero-particle state at t = 0, as time goes by it will
evolve to |0(t)〉 = e−iHt|0〉. Since H = (H0 + ∆H), and the ∆H piece contains stuff like
a[a†]3 (for λφ4/4!), the time-evolved “vacuum” state will contain multi-particle components.

1This is just one of the basic assumptions of quantum mechanics for closed systems.
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We can also see the challenge in the Heisenberg picture. Starting from a(~k) defined at
t = 0, we can evolve it forward in time in the usual way:

a(t, ~k) := eiHta(~k)e−iHt , (3.12)

and similarly for a†. In the free theory, we had the very special result that a(t, ~k) = e−ik
0ta(~k);

time evolution only changed the mode operators by a phase. Unfortunately, this simple result
no longer holds in the interacting theory, and a(t, ~k) will be a complicated linear combination

of products of multiple a(~k) and a†(~k) operators. In general, we do not how to find the energy
eigenstates of the full Hamiltonian when ∆V 6= 0. Whatever shall we do?

3.2 Perturbing Around the Free Theory

The way out of this pit of despair is to give up on trying to compute the energy eigenstates
exactly, and content ourselves with approximations to the truth. To do this, we will start with
the free theory (∆H = 0), and expand around it in powers of ∆H . Such an expansion will be
useful if ∆H is in some sense small relative to H0. We will also focus on the relatively easy
problem of scattering, where particles come in from spatial infinity at t→ −∞, scatter with
each other, and travel off to spatial infinity at t → +∞. This lends itself well to expanding
around the free theory because particles separated by large distances, as they are before and
after scattering, are expected to behave like free particles. On a more technical side, we will
show in notes-04 that the only quantities needed to compute scattering amplitudes are the
n-point functions 〈Ω|T{φ(x1)φ(x2) . . . φ(xn)}|Ω〉, where |Ω〉 is the vacuum state of the full
theory.

The first step in perturbation theory is to construct a set of eigenstates of H0. Note that
even though H0 6= H , it is still a Hermitian operator and its eigenstates will therefore be a
complete and orthonormalizable set. In fact, we have already done this: the lowest state is
|0〉 all the higher states that can be built from it by applying factors of a†(~p).

In expanding around these H0 eigenstates, we will make two physically reasonable as-
sumptions. They can justified when the interaction ∆H is sufficiently small.2 They are:

1. There exists a unique, normalizable, lowest-energy ground state |Ω〉 of the full Hamil-

tonian H with no 3-momentum (i.e. ~P |Ω〉 = 0) and non-zero overlap with |0〉:

〈0|Ω〉 6= 0 . (3.13)

Note that in general, |0〉 is different from |Ω〉.

2. The next state in the spectrum is an isolated one-particle state with momentum ~p and
energy E =

√
~p2 +M2 for some mass M (possibly different from m). By isolated, we

mean that there is a non-zero energy gap above |Ω〉, and another energy gap between
the one-particle state (in the Lorentz frame with ~p = ~0) and the next set of states.

2However, they can be explicitly violated at strong coupling, when ∆H cannot be treated as small.
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3. The field has vacuum expectation value of zero, 〈Ω|φ(0)|Ω〉 = 0.

The first assumption means that the interaction does not change the vacuum of the theory
in too radical a way. The second and third imply that we will still be able to associate the
field φ(x) with a specific particle species.

3.2.1 The Interaction Picture

To expand the full theory around the free theory, let us begin by writing φ(0, ~x) in terms of
the ladder operators by inverting Eqs. (3.7,3.8):

φ(0, ~x) =

∫
d̃k
[
a(~k)ei

~k·~x + a†(~k)e−i
~k·~x
]
. (3.14)

To evolve the field to later times, we use the full Hamiltonian:

φ(t, ~x) = eiHtφ(0, ~x)e−iHt . (3.15)

Unfortunately, we don’t know how to simplify this because we don’t know how to move H
through the a(~k) and a†(~k) operators that make up φ(0, ~x).

In the face of this challenge, let us do something easier and define the time-dependent
interaction picture field by

φI(t, ~x) := eiH0tφ(0, ~x)e−iH0t (3.16)

=

∫
d̃k
[
a(~k)e−ik·x + a†(~k)eik·x

]
, (3.17)

where H0 is the free Hamiltonian at t = 0. Here, the time evolution is simple because we do
know how to commute H0 with a and a†. We can also generalize this definition to any other
local operator: OI(t) := eiH0tO(0)e−iH0t.

Before moving on, let us briefly take note of the time dependence of the full Hamiltonian
and its pieces. We have

H(t) = eiHtH(0)e−iHt = H(0) (3.18)

= eiHtH0e
−iHt + eiHt∆H(0)e−iHt (3.19)

:= H̃0(t) + ∆H(t) . (3.20)

While the full Hamiltonian is time-independent (since it commutes with itself), the terms
within it need not be. We have defined here a time-dependent version H̃0(t) of the free
Hamiltonian such that H0 = H̃0(0). The tilde is to distinguish it from H0, which is given by
the explicit expression in Eq. (3.10).

The interaction picture is useful because it factors out the time evolution due to the
free Hamiltonian. We can relate any Heisenberg-picture operator to the interaction picture
version by

O(t) = U †I (t)OI(t)UI(t) , (3.21)
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where

UI(t) = eiH0te−iHt . (3.22)

Differentiating with respect to t, this implies

i∂tUI(t) = ∆HI(t)UI(t) , (3.23)

where ∆HI(t) = eiH0t∆H(0)e−iH0t is the interaction Hamiltonian in the interaction picture.
Note that if ∆H =

∫
d3xλ(m,n)Πmφn, we have ∆HI =

∫
d3xλ(m,n)Πm

I φ
n
I .

The solution to Eq. (3.23) for t > 0 is derived in detail in Peskin&Schroeder [1], and is
given by Dyson’s equation:

UI(t) = T

{
exp

[
−i
∫ t

0

dt′∆HI(t
′)

]}
(3.24)

= I+
(−i)
1!

∫ t

0

dt1∆HI(t1) +
(−i)2
2!

∫ t

0

dt1

∫ t

0

dt2 T{∆HI(t1)∆HI(t2)}+ . . .(3.25)

where the first line is just a compact shorthand for the second. This expression certainly has
the right boundary condition, and it is straightforward to check that it satisfies Eq. (3.23)
by explicit differentiation. For t < 0, the solution is

UI(t) = T ′
{
exp

[
−i
∫ t

0

dt′∆HI(t
′)

]}
, (3.26)

where T ′ denotes reverse time ordering

T ′{φ(x1)φ(x2)} = Θ(t1 − t2)φ(x2)φ(x1) + Θ(t2 − t1)φ(x1)φ(x2) . (3.27)

To combine both cases into a simple notation, let us define T̃ to be time ordering for t > 0
and reverse time ordering for t < 0. Thus,

UI(t) = T̃

{
exp

[
−i
∫ t

0

dt′∆HI(t
′)

]}
. (3.28)

In terms of U(t), we now have an analytic (but very complicated) relation between φ(t, ~x)
and φI(t, ~x).

We can generalize U(t) by defining

UI(t2, t1) = UI(t2)U
†
I (t1) = eiH0t2e−iH(t2−t1)e−iH0t1 . (3.29)

It can be shown that this quantity is equal to

UI(t2, t1) = T̃

{
exp

[
−i
∫ t2

t1

dt′∆HI(t
′)

]}
, (3.30)

where T̃ is time ordering for t2 > t1 and reverse time-ordering for t2 < t1.

The UI(t1, t2) operator has some very nice properties. They include:

1. UI(t1, t1) = I
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2. UI(t3, t2)UI(t2, t1) = UI(t3, t1)

3. U †I (t2, t1) = U−1I (t2, t1) = UI(t1, t2)

By definition, UI(t, 0) = UI(t). This implies trivially that φ(x) = U †I (t, 0)φI(x)UI(t, 0).
Thus, for any product of fields (where φi = φ(xi)):

φnφn−1 . . . φ1 = U †I (tn, 0)φInUI(tn, 0)U
†
I (tn−1, 0)φIn−1 . . . UI(t2, 0)U

†
I (t1, 0)φI1UI(t1, 0)

(3.31)

= U †I (tn, 0)φIn UI(tn, tn−1)φIn−1 . . . φI2 UI(t2, t1)φI1 UI(t1, 0) .

In this expression, the UI factors can be thought of as transfer operators that connect the
interaction-picture operators at different times.

3.2.2 To Infinity and Beyond

Our goal is to compute the time-ordered operator expectation values 〈Ω|T {φn, . . . φ1} |Ω〉.
Our strategy to do so will be to rewrite them in terms of interaction picture fields sandwiched
between the H0 vacuum |0〉. This will give us something we know how to deal with, since
interaction picture fields act on the |0〉 state exactly like in the free theory. Evaluating them
is then just a matter of commuting a bunch of a and a† operators through each other.

As a first step, let us expand the H0 eigenstate |0〉 in terms of energy eigenstates {|N〉}
of the full Hamiltonian H in a clever way. For this, recall that H0|0〉 = 0 by construction,
and let us write EΩ as the energy of the true vacuum: H|Ω〉 = EΩ|Ω〉. Multiplying |0〉 by
U−1I (−τ, 0), we get

U−1I (−τ, 0)|0〉 = e−iHτeiH0τ |0〉 (3.32)

= e−iHτ

(
|Ω〉〈Ω|+

∑

N>Ω

|N〉〈N |
)
eiH0τ |0〉 (3.33)

= e−iEΩτ 〈Ω|0〉 |Ω〉+
∑

N>Ω

e−iENτ 〈N |0〉 |N〉 , (3.34)

where in the second line we have inserted unity in the form of a complete set ofH eigenstates.
This relation simplifies enormously in the limit τ → ∞(1 − iǫ), with 0 < ǫ ≪ 1. Since
EN > EΩ, the contributions from all the higher modes become exponentially suppressed in
this limit. It follows that

|Ω〉 = lim
τ→∞(1−iǫ)

eiEΩτ

〈Ω|0〉 U
−1
I (−τ, 0)|0〉 . (3.35)

A similar argument gives

〈Ω| = lim
τ→∞(1−iǫ)

eiEΩτ

〈0|Ω〉 〈0|UI(τ, 0) . (3.36)
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The second step is to combine these results with the expression of Eq. (3.31). This gives

〈Ω|φn . . . φ1|Ω〉 = lim
τ→∞1−iǫ

e2iEΩτ

|〈Ω|0〉|2 〈0|UI(τ, 0)U
†
I (tn, 0)φIn . . . φI1UI(t1, 0)U

−1
I (−τ, 0)|0〉 .(3.37)

Making use of the properties of the UI(t, t
′) operators, it is straightforward to show that

UI(τ, 0)U
†
I (tn, 0) = UI(τ, tn) , UI(t1, 0)U

−1
I (−τ, 0) = UI(t1,−τ ∗) . (3.38)

Thus, we have

〈Ω|φn . . . φ1|Ω〉 = lim
τ→∞(1−iǫ)

e2iEΩτ

|〈Ω|0〉|2 〈0|UI(τ, tn)φInUI(tn, tn−1) . . . φI1UI(t1,−τ
∗)|0〉 . (3.39)

Everything has contracted nicely.

The last two steps are to deal with the funny prefactor and to focus on time-ordered
products of fields. For the prefactor, the normalization condition on |Ω〉 implies

1 = 〈Ω|Ω〉 (3.40)

= lim
τ→∞(1−iǫ)

e2iEΩτ

|〈Ω|0〉|2 〈0|UI(τ, 0)U
−1
I (−τ, 0)|0〉 (3.41)

= lim
τ→∞(1−iǫ)

e2iEΩτ

|〈Ω|0〉|2 〈0|UI(τ,−τ
∗)|0〉 (3.42)

= lim
τ→∞(1−iǫ)

e2iEΩτ

|〈Ω|0〉|2 〈0|T
{
exp

[
−i
∫ τ

−τ
dt′∆HI(t

′)

]}
|0〉 (3.43)

In the last line, we have just applied the solution for UI(t, t
′) given in Eq. (3.30).

We can also apply our solution for U(t, t′) to the operator in Eq. (3.39). If not for the
insertions of φIi in this operator, we could contract up all the U(ti, ti−1) factors to give a
single U(τ,−τ ∗) factor. Unfortunately, φIi and ∆HI(t) typically do not commute and such
a simplication is not possible in general. However, we can make this simplication within a
time-ordering symbol, since the ordering of operators inside the symbol does not matter.3

Therefore, we can write

〈Ω|T{φn . . . φ1}|Ω〉 = lim
τ→∞(1−iǫ)

〈0|T
{
φI1 . . . φIn exp

[
−i
∫ τ
−τ dt

′∆HI(t
′)
]}

|0〉

〈0|T
{
exp

[
−i
∫ τ
−τ dt

′∆HI(t′)
]}

|0〉
.(3.44)

This result will be used a lot, and we will sometimes call it our master formula.

We will show in notes-04 that time-ordered vacuum matrix elements of fields are pre-
cisely what are needed to compute scattering rates. Since they come up so much, they are
given a special name and an abbreviated notation. The time-ordered product of n fields is
called the n-point function G(n)(x1, . . . , xn), and is often written as

〈Ω|T{φ1 . . . φn}|Ω〉 = G(n)(x1, . . . , xn) = 〈φ1 . . . φn〉 . (3.45)

Onward!
3After all, their order will be completely determined by the time ordering, e.g. T {φ1φ2} = T {φ2φ1}.
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3.2.3 Computing Stuff, Finally

After all this formalism, let’s actually compute something. The way the exact result of
Eq. (3.44) is usually too complicated to compute exactly. Instead, it usually computed
perturbatively by expanding it in powers of ∆HI . The right-hand side of Eq. (3.44) is
written in terms of interaction-picture fields and the H0 vacuum |0〉. This is nice because
the interaction picture fields have exactly the same expansion in terms of the a and a†

ladder operators as a free field, Eq. (3.17). Since we know how these act on |0〉 and how
they commute with each other, we know how to compute all the matrix elements.

To be concrete, let us specialize to the case of

∆H =

∫
d3x

g

3!
φ3 . (3.46)

It follows that ∆HI(t) =
∫
d3x g

3!
φ3
I(t, ~x). With this in mind, we will evaluate Eq. (3.44) as

an expansion in the coupling g.

The easiest thing to compute is the expectation value of the identity operator. For this,
Eq. (3.44) simply gives

〈I〉 = 1 . (3.47)

Not so bad at all.

A slightly more challenging quantity is the 2-point function,

〈φ1φ2〉 =
〈0|T

{
φI1φI2 exp

[
−i
∫
d4z g

3!
φ3
I(z)

]}
|0〉

〈0|T
{
exp

[
−i
∫
d4z g

3!
φ3
I(z)

]}
|0〉 . (3.48)

To leading non-trivial order, which is g0 in this case, the numerator is

〈0|T{φI(x1)φI(x2)}|0〉 = DF (x1 − x2) , (3.49)

while the denominator is equal to unity. There are higher-order contributions, but it is
reassuring that we reproduce the free theory result at lowest order.

A quantity that only arises at order g1 in this theory is the 3-point function. Evaluating
it at this order,

G(3)(x1, x2, x3) = 〈0|T{φI(x1)φI(x2)φI(x3)
[
1− i

∫
d4z

g

3!
φ3
I(z)

]
|0〉+ . . . (3.50)

= 0 +
(−i)g
3!

∫
d4z 〈0|T{φI(x1)φI(x2)φI(x3)φ3

I(z)}|0〉+ . . . (3.51)

The terms omitted in each line are higher-order in g (g2 or higher). In particular, at this order
we can set the denominator to unity. The second line can be evaluated by expanding the
fields in terms of ladder operators, arranging their time ordering, and commuting the ladder
operators to put everything in normal order. This requires a lot of brute-force calculation
to do in general, but fortunately there is a systematic way of computing them called Wick’s
Theorem.
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3.3 Wick’s Theorem

To compute the vacuum matrix elements of time-ordered products of interacting fields,
Eq. (3.44) tells us we need to manipulate products of a and a† operators sandwiched between
〈0| and |0〉. This is straightforward to do in principle, but the many different terms that
arise make it very tedious in practice. Wick’s Theorem is way to reduce the amount of work.

Wick’s Theorem is a statement about free fields that also applies to fields in the interac-
tion picture. In words, it is

T {φ(x1) . . . φ(xn)} = N {φ(x1) . . . φ(xn) + all contractions} . (3.52)

We will explain what we mean by a contraction below, but for now let us just say that
it takes two field operators and turns them into a number. The power of this formula is
that a normal-ordered operator vanishes when sandwiched between 〈0| and |0〉 unless it is
proportional to the identity. This means that only the terms on the right-hand side that
are fully contracted, such that no field operators are left, can contribute to the vacuum
expectation value.

To describe Wick’s theorem, it will be useful to split up the free-field operator into two
pieces:

φ(x) =

∫
d̃k
[
a(~k)e−ik·x + a†(~k)eik·x

]
= φ−(x) + φ+(x) , (3.53)

with4

φ−(x) =

∫
d̃k a(~k)e−ik·x, φ+(x) =

∫
d̃k a†(~k)eik·x . (3.54)

From this definition, we find that

[φ−(x1), φ−(x2)] = 0 = [φ+(x1), φ+(x2)] , (3.55)

together with

φ†−(x) = φ+(x) , (3.56)

as well as

[φ−(x1), φ+(x2)] =

∫
d̃k e−ik·(x1−x2) := D(x1 − x2) . (3.57)

In terms of φ− and φ+, a product of fields is normal-ordered if and only if all the φ− pieces
lie to the right of all the φ+ pieces.

4Note that my + and − are flipped relative to P&S.
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Since T{I} = N{I} and T{φ(x)} = N{φ(x)} are both trivial, let’s look at the product
of two fields:

T{φ(x1)φ(x2)} = Θ(t1 − t2) [φ−(x1) + φ+(x1)] [φ−(x2) + φ+(x2)] (3.58)

+Θ(t2 − t1) [φ−(x2) + φ+(x2)] [φ−(x1) + φ+(x1)]

= Θ12 (φ1−φ2− + φ1+φ2+ + φ1+φ2− + φ2+φ1− + [φ1−, φ2+]) (3.59)

+ Θ21 (φ2−φ1− + φ2+φ1+ + φ2+φ1− + φ1+φ2− + [φ2−, φ1+])

= φ1−φ2− + φ1+φ2− + φ2+φ1− + φ1+φ2+ (3.60)

+ Θ(t1 − t2)D(x1 − x2) + Θ(t2 − t1)D(x2 − x1)

= N{φ1φ2}+DF (x1 − x2) . (3.61)

In the third line, we have used Θ12+Θ21 = 1, while in the fourth we have combined the two
D functions into a DF .

5 Let us now define the contraction of two fields to be

φ(x1)φ(x2) = DF (x1 − x2) . (3.62)

With this in place, we have

T{φ(x1)φ(x2)} = N{φ(x1)φ(x2) + φ(x1)φ(x2)} . (3.63)

Note that since DF is just a function proportional to the unit operator, we can freely move
it inside the normal ordering. This is consistent with our statement of Wick’s Theorem.

Doing the same calculation for three fields, one obtains

T{φ1φ2φ3} = N{φ1φ2φ3 + φ1 φ2φ3+φ2 φ3φ1+φ3 φ1φ2} (3.64)

= N{φ1φ2φ3 + φ1DF (x2−x3) + φ2DF (x1−x3) + φ3DF (x1−x2)}. (3.65)

For four fields,

T{φ1φ2φ3φ4} = N{φ1φ2φ3φ4 + φ1φ2 φ3φ4 + φ1φ3 φ2φ4 + φ1φ4 φ2φ3

+φ2φ3 φ1φ4 + φ2φ4 φ1φ3 + φ3φ4 φ1φ2 (3.66)

+φ1φ2 φ3φ4+φ1φ3 φ2φ4+φ1φ4 φ2φ3} .

Oof.

The proof of Wicks’ theorem goes by induction. Suppose it holds for any product of n
fields. For (n+ 1) fields labelled such that t1 > t2 > . . ., we get

T{φ1φ2 . . . φn+1} = φ1T{φ2 . . . φn+1} (3.67)

= (φ1+ + φ1−)N{φ2 . . . φn+1 + contractions′} (3.68)

where contractions′ means all contractions that do not involve φ1. In this expression, the φ1+

term is already in normal order, so we only need to move φ1− through to the right. This will

5Check this for yourself by expanding out the fields in the definition of DF .
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eventually produce something that is normal-ordered together with a bunch of contractions,
noting that [φ−(x1), φ+(xi)] = DF (x1−xi) since we have t1 > ti for all i. All that remains to
show is that all possible contractions involving φ1 are produced. We can do this by giving an
algorithm to build a given contraction given φ1− on the left and the terms already assumed
to be present in the inductive step. I won’t do this explicitly, but it isn’t too difficult with
a bit of fiddling.

Our statement and (partial) proof of Wick’s Theorem was for free scalar fields. However,
it also applies to scalar fields in the interaction picture since they obey the same commutation
relations and have the same ladder operator expansions as free fields. Therefore Wick’s the-
orem allows us to systematically evaluate the operators that arise in the vacuum expectation
values of time-ordered products of fields.

3.4 A First Look at Feynman Diagrams and Rules

The contractions that arise in computing n-point functions can be represented by diagrams.
These Feynman diagrams help to keep track of all the possible terms. Even better, it is
possible to assign a value to each Feynman diagram. Computing n-point functions can thus
be reduced to drawing a set of pictures and computing their values using a set of Feynman
rules.

To illustrate how Feynman diagrams work, let us return to the interacting scalar theory
with ∆V = gφ3/3! and evaluate the leading-order expression for the 3-point function we
found in Eqs. (3.50,3.51). Applying Wick’s Theorem,

〈0|T{φI(x1)φI(x2)φI(x3)φ3
I(z)}|0〉 = (3.69)

(3!)DF (x1 − z)DF (x2 − z)DF (x3 − z) + 3DF (x1 − z)DF (x2 − x3)DF (z − z)

+ 3DF (x2 − z)DF (x1 − x3)DF (z − z) + 3DF (x3 − z)DF (x1 − x2)DF (z − z)

Note that only fully contracted terms in theWick expansion contribute to the matrix element.
The numerical prefactors are just the number of ways to get each specific contraction.

We can represent this set of contractions in pictures. To each term, we associate a distinct
Feynman diagram. The set of diagrams corresponding to Eq. (3.69) is shown in Fig. 3.1.
The rules for drawing a diagram are as follows:

1. For each coordinate xi, draw a dot.

2. A contraction producing a factor of DF (xi−xj) is represented by a line connecting the
dot for xj to the dot for xi.

3. Each factor of DF (z − z) is depicted as a loop connecting z to itself.

The utility of these rules is that we can invert them, using diagrams to figure out all the
possible contractions, and then associating a number to each diagram. Instead of wading
through a mire of raising and lowering operators, we only need to connect up some dots.
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Figure 3.1: Feynman diagrams for the 3-point function at O(g) of Eq. (3.69).

Let’s now build up a set of Feynman rules for computing time-ordered vacuum matrix
elements of fields in the gφ3/3! theory. These rules will specify how to draw a set of Feynman
diagrams for a given matrix element and assign a numerical value to each diagram. They
are based on the master formula of Eq. (3.44), which we treat by expanding the exponentials
it contains in a power series in g up to some fixed order gM . At this order, the perturbation
theory estimate for the matrix element is given by the sum of each of the individual g0,
g1, . . . , gM contributions. If g is small enough, keeping only the first few terms in the
expansion should give a good approximation to the truth.

The Feynman rules to compute the gM contribution to the n-point functionG(n)(x1, . . . , xn) =
〈Ω|T{φ(x1) . . . φ(xn)}|Ω〉 in the gφ3/3! theory are:

1. Draw a dot for each xi coordinate. We call these external points.

2. Draw another M dots and associate a coordinate zj (j = 1, 2, . . .M) to each of them.
We call these vertices.

3. Draw Feynman diagrams by connecting the dots with lines in all possible ways following
two simple rules:
a) Each external point has a single line connected to it.
b) Each vertex has three lines connected to it.

4. Remove all the diagrams in which there is a vacuum bubble – a vertex point that not
connected by any path to any of the external points.

5. Write the number corresponding to each Feynman diagram:
a) For every vertex with coordinate zj , write a factor of −ig

∫
d4zj .
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b) For every line connecting points a and b (external or vertex),
add a factor of the Feynman propagator DF (a− b).

c) Any diagram with an unconnected dot or an unpaired line is equal to zero.
d) Multiply the result for each diagram by 1/M ! and a symmetry factor.

The net gM contribution is then the sum of all the diagrams.

To see how this works in practice, let us begin with the 2-point function and work to
second order (g2) in the perturbative expansion. From our master formula, we have

G(2)(x1, x2) = 〈0|T
{
φ1φ2

[
1 +

(−i)g
3!

∫
d4z φ3

z +
(−i)2g2
3!3!2!

∫
d4z1

∫
d4z2 φ

3
z1
φ3
z2

]}
|0〉

(3.70)/
〈0|T

{
1 +

(−i)g
3!

∫
d4z φ3

z +
(−i)2g2
3!3!2!

∫
d4z1

∫
d4z2 φ

3
z1
φ3
z2

}
|0〉

Following the rules and drawing the Feynman diagrams, we find the set shown in Fig. 3.2. At
leading order g0, we only have the first diagram in the figure and associate to it the number

G(2)(x1, x2)|g0 = DF (x1 − x2) . (3.71)

This matches what we would have found from applying Wick’s Theorem to the matrix
element. There are no contributions proportional to g1 because it is impossible to connect
up all the dots and all the lines. Again, this matches what the matrix element would produce.
Going to g2, we find the second row of diagrams in Fig. 3.2. Their sum is

G(2)(x1, x2)|g2 = (3.72)[
1

2

](
2!

2!

)
(−ig)2

∫
d4z1

∫
d4z2 DF (x1 − z1)DF (z1 − z2)DF (z1 − z2)DF (z2 − x2)

+

[
1

2

](
2!

2!

)
(−ig)2

∫
d4z1

∫
d4z2DF (x1 − z1)DF (z1 − z2)DF (z2 − z2)DF (z1 − x2)

+

[
1

4

](
2!

2!

)
(−ig)2

∫
d4z1DF (x1 − z1)DF (z1 − z1)

∫
d4z2DF (x2 − z2)DF (z2 − z2)

The factors of (2!/2!) come from the (1/2!) in the expansion of the exponential together with
the fact that since z1 and z2 are integrated over, diagrams differing only by the permutation of
z1 and z2 have the same value. The numerical prefactors in the square brackets (1/2, 1/2, 1/4)
are the symmetry factors. Note as well that we have omitted the lower row of diagrams in
Fig. 3.2 (surrounded by dotted boxes) because they have a vacuum bubble, in which one or
more vertices are not connected to any of the external points in any way. The full 2-point
function in the interacting theory up to order g2 in perturbation theory is therefore

G(2)(x1, x2) = G(2)(x1, x2)|g0 +G(2)(x1, x2)|g2 + . . . . (3.73)

This is just a number to be evaluated.

Most of the Feynman rules are easy to relate to what’s going on in matrix element after
applying Wick’s Theorem. However, rules 4 and 5d) might seem a bit strange. For rule 4,

50



1
x1

x2
x2

z2,11,2z 1,2z

z2,1 x1

x2

1,2z

z2,1

x1 x2

1,2z z2,1

x

x1 x2

x1 x2

z2,11,2z

Figure 3.2: Feynman diagrams for the 2-point function at O(g2).

the reason we can drop these diagrams is that they are cancelled off by the expansion of the
denominator in Eq. (3.44). We can see this explicitly here by studying the matrix element.
Applying Wick’s theorem to the denominator in Eq. (3.70), we get

Denom. = 1 +

[
1

12

]
(−i)2g2

∫
d4z1

∫
d4z2 [DF (z1 − z2)]

3 (3.74)

+

[
1

8

]
(−i)2g2

∫
d4z1

∫
d4z2 DF (z1 − z2)DF (z1 − z1)DF (z2 − z2)

:= (1 + g2∆) .

Using 1/(1 + g2∆) = 1− g2∆+ g4∆2 + . . ., the net result up to order g2 is

G(2)(x1, x2) =
[
DF (x1 − x2) + g2(. . .)

]
× (1− g2∆) (3.75)

= DF (x1 − x2)(1− g2∆) + g2(. . .) , (3.76)

where the g2(. . .) term corresponds to all the stuff in the numerator of the matrix element
proportional to g2. Some of the terms in the numerator will be the diagrams in the bottom
row of Fig. 3.2 that contain vacuum bubbles. Using the Feynman rules, it is easy to show
that these diagrams with vacuum bubbles sum to to DF (x1 − x2)∆. These diagrams are
therefore cancelled off at this order by the expansion of the denominator. It turns out that
such a cancellation between the denominator and diagrams in the numerator containing
vacuum bubbles is a general feature, and a proof can be found in Peskin&Schroeder [1].
This explains the origin of rule 4.

Some diagrams also require an additional symmetry factor. In many cases, summing
over all the contractions cancels off the (1/3!) in our definition of ∆V = gφ3/3!. However,
sometimes this cancellation is incomplete and we need to correct for it with an additional
factor, called the symmetry factor of the diagram. In general, it is equal to one divided by
the number of ways to that internal lines can be reconnected to give the same diagram [1, 2].
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As a practical matter, most people just work out the number of contractions corresponding
to each diagram by counting contractions using Wick’s theorem.

Finally, let us also mention that the denominator factor of 2! from the expansion of the
exponential cancelled against the factor of 2! arising from the fact that for each diagram with
fixed z1 and z2, there was a corresponding diagram with z1 ↔ z2 having the same numerical
value. This is also a general feature at any order because all the internal zi coordinates are
integrated over. Thus, we can slightly modify our Feynman rule 5d) and leave out the 1/M !
factor (at order gM) with the understanding that we are only to include those diagrams that
remain distinct when the zi coordinates are permuted.
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Chapter 4

Feynman Rules and Scattering

We now have a perturbative prescription to compute the vacuum matrix elements of time-
ordered products of fields. While it’s nice to be able to compute something, even approxi-
mately, what we would really like is to do is predict physically observable quantities. In this
note we will show how to relate time-ordered matrix elements to quantum amplitudes for
particle scattering.

4.1 Asymptotic States

Our first goal is to connect n-point functions to incoming and outgoing particles travelling
from and to spacetime infinity. For this, we will use two primary results: the Källén-Symanzik
spectral decomposition, and the Lehmann-Symanzik-Zimmermann formula.

4.1.1 Spectral Decomposition

To begin, let us think about the effect of translations and Lorentz transformations on the
scalar fields in the interacting theory (with some unspecified ∆V (φ)). Just like in the free
theory, spacetime translations are symmetries of the theory and there are corresponding
conserved 4-momentum operators P µ = (H, ~P ). In particular, we have

φ(x) = eiP ·xφ(0)e−iP ·x . (4.1)

Since spacetime translations commute and the operators are Hermitian, there exists a basis
of P µ eigenstates that spans the Hilbert space.

We have already made a couple of assumptions about the structure of these states. The
first is that there is a vacuum state |Ω〉 such that1

P µ|Ω〉 = 0 . (4.2)

1Compared to before, we have also set EΩ = 0. This can arranged by a nice choice for Λ in ∆V .
Furthermore, having EΩ 6= 0 doesn’t change any of our arguments.
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The second assumption is that the next set of states up in energy are isolated one-particle
states |~p〉 with

P µ|~p〉 = pµ|~p〉 , (4.3)

with p0 =
√
~p2 +M2 for some constantM2 > 0. More precisely, we assume there is a unique

one-particle state with this value of M for every possible value of the 3-momentum ~p. We
will normalize these states in the same way as the momentum states of the free theory,

〈~p|~k〉 = (2π)32p0δ(3)(~p− ~k) . (4.4)

For the remaining 4-momentum eigenstates |ψ′~p〉 above the one-particle states, we make
no further assumptions aside from a mass gap. By this, we mean that

P µ|ψ′~p〉 = pµψ′ |ψ′~p〉 (4.5)

with p0ψ = Eψ′(~p) =
√
~p2 +M2

ψ′ with M2
ψ′ > M2. Note that since P 2 = E2 − ~p2 is Lorentz-

invariant, it must be equal to a constant and thus the energy must take this general form.
Although we don’t specify what the |ψ′~p〉 states are, they include multiparticle states with
total 3-momentum ~pψ′ and possibly also single-particle bound states with mass greater than
M . Collectively, we will refer to all the states above the vacuum (one-particle and higher)
as {|ψ~p〉}

It is also useful to think about the effects of Lorentz transformations (boosts and rota-
tions) on the system. These act on spacetime according to

xµ → x
′µ = Λµνx

ν . (4.6)

We will study these in more detail later on in the course, but for now all we need to know
is that such transformations can be implemented by a unitary operator U(Λ) on the Hilbert
space. This operator does not alter the vacuum (by assumption):

U |Ω〉 = |Ω〉 . (4.7)

On the field operator, we have

U(Λ)φ(x)U−1(Λ) = φ(Λ−1x) . (4.8)

In particular, this implies U(Λ)φ(0)U−1(Λ) = φ(0). For any state carrying momentum (one-
particle or otherwise), we can always rewrite it as a boost operator U(Λ~p) acting on a state
with zero 3-momentum:

|ψ~p〉 = U(Λ~p)|ψ~0〉 . (4.9)

In this way, we can think of all the different one-particle states as boosts of the state with a
single particle at rest, pµ = (M,~0).
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The completeness of the set of momentum eigenstates can be written as

I = |Ω〉〈Ω|+
∑

ψ

∫
d3p

(2π)3
1

2Eψ(~p)
|ψ~p〉〈ψ~p| . (4.10)

Here, the sum over ψ includes the one-particle and other states, and it only runs over states
that are not related to each other by a Lorentz transformation. In other words, it runs only
over the |ψ~0〉 states since the rest can be obtained by boosting.

Let us now insert this resolution of the identity into the matrix element of a pair of fields:

〈Ω|φ(x1)φ(x2)|Ω〉 = 〈Ω|φ(0)e−iP ·(x1−x2)φ(0)|Ω〉 (4.11)

= |〈Ω|φ(0)|Ω〉|2 +
∑

ψ

∫
d3p

(2π)3
e−ipψ·(x1−x2)

2Eψ(~p)
|〈Ω|φ(0)|ψ~p〉|2 (4.12)

= 0 +
∑

ψ

∫
d3p

(2π)3)

e−ipψ ·(x1−x2)

2Eψ(~p)
|〈Ω|φ(0)|ψ0〉|2 (4.13)

In the last line we have used |ψ~p〉 = U(Λ~p)|ψ~0〉 and we have applied our assumption that
〈Ω|φ(0)|Ω〉 = 0.

Using Eψ(~p) =
√
~p2 +M2

ψ and putting in a time ordering, Eq. (4.13) implies

〈Ω|T{φ1φ2}|Ω〉 =
∑

ψ

∫
d4p

(2π)4
i

p2 −M2
ψ + iǫ

e−ip·(x1−x2)|〈Ω|φ(0)|ψ0〉|2 (4.14)

=

∫ ∞

0

ds

2π
ρ(s)DF (x1 − x2; s) , (4.15)

where DF (x1 − x2; s) is the Feynman propagator for a free field of mass m2 = s, and ρ(s) is
defined to be

ρ(s) =
∑

ψ

(2π)δ(s−M2
ψ)|〈Ω|φ(0)|ψ0〉|2 (4.16)

The result of Eq. (4.15) is called the Källén-Lehmann spectral representation. In the free
theory, we would just have ρ(s) = 2πδ(s − m2) and the 2-point function reduces to the
Feynman propagator with s = m2. In the interacting theory, ρ(s) is a non-trivial spectral
function that characterizes the excitations of the theory. With our assumption of an isolated
one-particle state of mass M , it takes the form

ρ(s) = 2π Z δ(s−M2) + ρ̄(s) , (4.17)

where Z = |〈Ω|φ(0)|~p〉|2 > 0. We illustrate the form of ρ(s) under this assumption in Fig. 4.1.
Above the one-particle state, there could be isolated bound states, and there will definitely
be a continuum of multi-particle states at s ≥ (2M)2. As a function in the complex s plane,
distinct particles correspond to isolated poles, while the continuum of multiple particles
corresponds to a branch cut along the real line.
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Figure 4.1: Schematic depiction of the spectral function in a theory with a weak interaction.

4.1.2 Lehmann, Symanzik, and Zimmermann (LSZ)

The LSZ reduction formula is one of the key tools in perturbative quantum field theory. It
relates the vacuum matrix elements of time-ordered products of field operators to the matrix
elements for particle scattering. We will not go through the proof of the formula (which can
be found in Peskin&Schroeder [1]), but we will try to motivate it.

Consider first the spectral representation of the 2-point function. Let us Fourier transform
the result to momentum space:

∫
d4x eik·x〈Ω|T{φ(x)φ(0)}|Ω〉 =

∫ ∞

0

ds

2π
ρ(s)

i

k2 − s+ iǫ
. (4.18)

If we now apply our assumption of an isolated one-particle state, this becomes

∫
d4x eik·x〈Ω|T{φ(x)φ(0)}|Ω〉 = i Z

k2 −M2 + iǫ
+

∫ ∞

>M2

ds

2π
ρ̄(s)

i

k2 − s+ iǫ
. (4.19)

Viewed as a function in the complex k0 plane, this quantity has an isolated pole at k0 =

+
√
~k2 +M2 − iǫ, corresponding to the physical energy of a one-particle state with momen-

tum ~k and mass M , as well as a more complicated and undertermined structure further out
in the k0 plane. This means that if we want to focus on the one-particle state and ignore
the rest of the junk that comes up, we just need to isolate the k0 pole.

The LSZ reduction formula is just a generalization of this observation. It states that the
connected amplitude for an initial state with m well-separated particles in the initial state at
t→ −∞ with 3-momenta ~k1, ~k2, . . . , ~km to go to a final state with n well-separated particles
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at t→ +∞ with 3-momenta ~p1, ~p2, . . . , ~pn is given by

〈~p1 . . . ~pn|~k1 . . .~km〉c = (4.20)(
lim

k2
1
→M2

. . . lim
k2m→M2

)(
lim

p2
1
→M2

. . . lim
p2n→M2

)
in+m

(
√
Z)(m+n)

∫
d4z1 e

−ik1·z1(∂2z1+M
2) . . .

∫
d4zm e−ikm·zm(∂2zm+M

2)
∫
d4x1 e

ip1·x1(∂2x1+M
2) . . .

∫
d4xn e

ipn·xn(∂2xn+M
2)

〈Ω|T{φ(x1) . . . φ(xn)φ(z1) . . . φ(zm)}|Ω〉

=

(
lim

k2
1
→M2

. . . lim
k2m→M2

)(
lim

p2
1
→M2

. . . lim
p2n→M2

)
in+m

(
√
Z)(m+n)

(4.21)

m∏

i=1

[∫
d4zi e

−iki·zi(−k2i +M2)

] n∏

j=1

[∫
d4xj e

ipj ·xj(−p2j +M2)

]

〈Ω|T{φ(x1) . . . φ(xm)φ(z1) . . . φ(zn)}|Ω〉

To get the second line, we have integrated by parts in each of the integrals.

As an operational tool, the LSZ formula can be applied to find the matrix element
for 〈~p1 . . . ~pn|~k1 . . .~km〉c by following a few simple steps. First, compute the (m + n)-point
function and take its Fourier transform using

∫
d4z e−ik·z for all incoming particles and∫

d4x eip·x for all outgoing ones. Next, identify all the poles at k2i = M2 and p2j = M2.
Cancel off the poles in the terms that contain a product of all of them and set everything
else to zero. Finally, take the limit k2i → M2 and p2j → M2. This procedure isolates the
part of the (m + n)-point function that corresponds to m isolated initial particles and n
isolated final particles. The portion of the (m+ n)-point function that does not have all the
necessary poles vanishes when it is multiplied by the (p2 −M2) factors and the p2 → M2

limit is taken.2

Let us apply this result to the 3-point function in the interacting theory with ∆V = gφ3/3!
that we computed to order g1 in note-3 (see Fig.1). Recall that we had

G(3)(x1, x2, x3) = (−ig)
∫
d4z DF (x1 − z)DF (x2 − z)DF (x3 − z) (4.22)

+
(−ig)
2

∫
d4z DF (z − z)DF (x3 − z)DF (x1 − x2) + (permutations) .

Fourier transforming the first term (with three initial states) produces

T1 = (2π)4δ(4)(p1 + p2 + p3) (−ig)
i

p21 −M2

i

p22 −M2

i

p23 −M2
. (4.23)

This has three poles right where we expect them. On the other hand, the Fourier transform

2 I’m being sloppy with the iǫ factors here, but feel free to put them in as needed.
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of the second term is

T2 = (2π)4δ(4)(p1 + p2 + p3)

[∫
d4k

(2π)4
i

k2 −M2

]
i

p21 −M2

i

p23 −M2
(2π)4δ(4)(p3) , (4.24)

which disappears when it is multiplied by (p21 −M2)(p22 −M2)(p23 −M2), as do the permu-
tations. Applying the LSZ formula therefore produces

〈Ω|~p1~p2~p3〉c = (−ig)× (2π)4δ(4)(p1 + p2 + p3) . (4.25)

Note that we would have obtained the nearly same result if we had put some of the particles
in the final state. The only difference would have been pi → −pi in the delta function for
every final-state particle. The delta function therefore enforces the overall conservation of
energy and momentum. It turns out that this is a universal feature.

The terms that vanish when the LSZ formula is applied to the 3-point function (at order
g1) correspond to disconnected diagrams. These diagrams contain one or more particles that
just pass through without interacting with the others at all. They are not what we are
interested in when we compute scattering, and it is a useful feature of the LSZ formula that
they are automatically removed. This is also why we said that the resulting matrix element
is connected.

4.1.3 The S-Matrix

Our result for matrix elements between incoming and outgoing particles that are well-
separated at spacetime infinity is frequently written in terms of an S-matrix. If we restrict
ourselves to well-separated sets of particles at t → ±∞, we can map these states in an
obvious way to the set of momentum eigenstates of a free field theory. In this picture, the
free states at t→ −∞ are called IN states and those at t→ +∞ are called OUT states.

The matrix elements of interest for scattering are therefore

OUT 〈~p1 . . . ~pn|~k1 . . .~km〉IN , (4.26)

where the value of the inner product is defined to be equal to the value obtained between the
corresponding states in the interacting theory. The S matrix is defined to be the mapping
between these two different but equivalent Hilbert spaces:

|~k1 . . .~km〉IN = S|~k1 . . .~km〉OUT . (4.27)

In other words, the S-matrix maps each OUT state to the corresponding element of the IN
Hilbert space, as determined by the dynamics of the interacting theory. It is a map from one
Hilbert space defined at t → −∞ to an equivalent one at t → +∞, and it is invertible. In
the absence of scattering, the S matrix is unity, which is what we found for the free theory.

The key property of the S matrix is that it is unitary. Note that we have

δ({~ki} − {~pi}) = IN〈{~ki}|{~pi}〉IN (4.28)

= OUT 〈{~ki}|S†S|{~pi}〉OUT . (4.29)
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The orthogonality of the OUT states implies that S†S = I. Physically, the unitarity of the
S matrix corresponds to the conservation of probability, in the sense that the sum over all
the IN to OUT squared matrix elements adds up to one. This is also expected from our
assumption that the time evolution in quantum mechanics is unitary.

We will frequently write

S = eiT ≃ I+ iT , (4.30)

where the T matrix is Hermitian. The unit term in the expansion of the S matrix corresponds
to the case of no scattering. We will therefore be interested primarily in the T matrix.

4.2 Feynman Rules in Momentum Space

In the LSZ formula, all the position variables of the n-point function are Fourier transformed.
For this reason, it is useful to formulate Feynman rules directly in momentum space, where
the position variables do not appear at all. Once we have the transformed n-point function,
it is trivial to apply the LSZ formula.

4.2.1 Feynman Rules for the Transformed n-Point Function

We will continue to study the real scalar theory with ∆V = gφ3/3!. Let us define the Fourier
transform of the n-point function by

(2π)4δ(4)

(
n∑

i=1

pi

)
G̃(n)(p1, . . . , pn) =

(
n∏

i=1

∫
d4xi e

−ipi·xi

)
〈Ω|T{φ(x1) . . . φ(xn)}|Ω〉 .(4.31)

The Feynman rules for the order-gM portion of the momentum space n-point function are:

1. Draw an external line for each momentum pi with one fixed end and one free end.

2. Put in M vertices, each with three lines (with free ends) coming out of it.

3. Assemble all the Feynman diagrams by connecting the free ends of the external lines
and the vertex lines to each other in pairs in all possible ways.

4. Remove all the diagrams with vacuum bubbles and any diagram that has one or more
lines with an unconnected free end.

5. Assign a value to each diagram:

a) Each line gets a propagator factor of i/(p2 −M2 + iǫ). The 4-momentum p is equal
to pi on external lines. The momentum on any other internal line is undertermined at
this point, so call it whatever you like, qj say.

b) Write a factor of −ig for each vertex.
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c) Add a factor of (2π)4δ(4)(
∑
ki) for each vertex, where the sum runs over all momenta

(internal or external) flowing into the vertex, and ki → −ki if the momentum is flowing
out of the vertex. Also, if a pair of external lines pi and pj are connected, add a factor of
(2π)4δ(4)(pi+pj). The delta functions arise automatically from the Fourier transforms,
and they have the effect of imposing the conservation of 4-momentum at each vertex.

d) Integrate over each of the internal momenta:
∫
d4qj/(2π)

4.

e) Multiply each diagram by its symmetry factor.

The resulting sum of the diagrams is the order-gM contribution to G̃(n)(p1, . . . , pn) times the
overall delta function.

All this may sound complicated, but it is really pretty easy once you see a few examples
and get the hang of it. Consider first the 2-point function at leading order:

(2π)4δ(4)(p1 + p2) G̃
(2)(p1, p2) = (2π)4δ(4)(p1 + p2)

i

p21 −M2
(4.32)

⇒ G̃(2)(p) =
i

p2 −M2
. (4.33)

Note that this would normally depend on two arguments, but since p1 + p2 = 0 is enforced
by the overall delta function, it is conventional to write it with just a single argument
p = p1 = −p2. Going to order g2, the relevant diagrams are just like in Fig.2 of notes-03.
After cancelling off the overall factor of (2π)4δ(4)(p1+p2) we find that the first diagram (from
left to right) is equal to

D1 =

[
1

2

](
i

p2 −M2

)2 ∫
d4q

(2π)4
i

q2 −M2

i

(p− q)2 −M2
, (4.34)

the second is

D2 =

[
1

2

](
i

p2 −M2

)2
i

(0−M2)

∫
d4q

(2π)4
i

q2 −M2
, (4.35)

and the third is given by

D3 =

[
1

4

](
i

p2 −M2

)2 [∫
d4q

(2π)4
i

q2 −M2

]2
(2π)4δ(4)(p) . (4.36)

Of the three, this last piece is the only disconnected one. In each case, the q integrations
run over the momenta that are not completely fixed by momentum conservation. Applying
our Feynman rules to the 3-point function at order-g1, it is straightforward to check that the
results of Eqs. (4.23,4.24) are also reproduced.

4.2.2 Feynman Rules for Connected Amplitudes

With Feynman rules formulated in momentum space, it is now really easy to compute the
connected amplitudes for scattering using the LSZ formula. The procedure to find the
amplitude for 〈~p1~p2 . . . ~pn|~k1 . . .~km〉c at order gM is:

60



1. Use the rules outlined above to find the perturbative value of G̃(m+n)(−p1,−p2, . . . ,−pn, k1, k2)
keeping terms up to order gM .

2. Remove all the diagrams that are not completely connected.

3. Cancel off the external propagator factors. Equivalently, multiply each diagram by
(−i)n+m

∏n
i=1(p

2
i −M2 + iǫ) ×

∏m
j=1(k

2
j −M2 + iǫ).

4. Find
√
Z perturbatively by computing the 2-point function up to order gM , multiply

everything by 1/(
√
Z)(n+m), and keep terms only up to order gM .

5. Take the limit p2i →M2 for all external momenta.

The final result of all these steps is 〈~p1~p2 . . . ~pn|~k1 . . .~km〉c
As a simple example, let us compute the connected amplitude for 〈~p2~p3|~p1〉 at order g1.

The only connected part is the first term T1 found in Eq. (4.23). Following our rules, the
amplitude at this order is

〈~p2~p3|~p1〉 = (−ig)× (2π)4δ(4)(p2 + p3 − p1) . (4.37)

This result explains why we assign a value of −ig to each vertex.

The only slightly tricky part about these rules are the factors of
√
Z. Recall that this fac-

tored emerged in the Källén-Lehmann spectral representation in the form of Eqs. (4.17,4.19).
They are called wavefunction renormalization factors, and they come from interactions
changing the normalization of the field as defined by the residue of the one-particle pole
of the 2-point function. In the present case, we have Z = 1+Ag2+ . . ., so we can take Z = 1
if we are working to leading non-trivial order in the coupling. This will be the case for most
of what we will do, but we will come back later on in the course to discuss how to deal with
the wavefunction factors properly.

4.3 Scattering and Decays

We now have all the tools we need to begin computing physical observables in the form of
scattering cross sections and particle decay rates. These are some of the main observables
that perturbative quantum field theory is used to calculate.

4.3.1 Scattering Cross Sections

A typical scattering experiment consists of an initial state of two well-separated particles that
collide with each other to create a final state with n independent particles that propagate off
to infinity (or thereabouts). Using perturbation theory, we can compute the vacuum matrix
element 〈Ω|T{φ(x3) . . . φ(xn+2)φ(z1)φ(z2)}|Ω〉. The LSZ formula then allows us to relate this
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vacuum matrix element to the connected matrix element 〈~p2 . . . ~pn+2|~k1~k2〉c. This quantity
is related to the scattering amplitude M by

−iM = 〈~p3 . . . ~pn+2|~k1~k2〉c
/

(2π)4δ(4)(k1 + k2 − p3 − . . .− pn+2) . (4.38)

Since the connected matrix element is always proportional to the overall 4-momentum delta
function, this equation just says that we should cancel off the delta function to get the
amplitude.

The 2 → n scattering cross section, corresponding to the total probability of non-trivial
scattering per unit initial flux, is related to the scattering amplitude by

σ =
S

|~vrel|
1

2E1 2E2

∫
d3p3

(2π)32E3

. . .

∫
d3pn+2

(2π)32En+2

(2π)4δ(4)(k1 + k2 −
n+2∑

i=3

pi) |M|2 , (4.39)

where |~vrel| =
√
(p1 · p2)2 −m2

1m
2
2 /E1E2 is the magnitude of the initial relative velocity, and

S is a combinatoric factor equal to one times 1/N ! for every set of N identical particles in the
final state. Derivations of this result can be found in Peskin&Schroeder [1], Srednicki [2],
and Griffiths [10].

The result of Eq. (4.39) has a lot going on within it, but its physical content is very

simple. First, |M|2 is the probability density for a single initial state ~k1 + ~k2 to scatter
into the specific final state ~p3 + . . .+ ~pn+2. The delta function enforces overall 4-momentum
conservation. The scattering probability density is then summed over all distinct final states
with a relativistic normalization. Collectively, this set of final states is often called the phase
space. The prefactor before the integrations is a normalization to convert the result for a
single initial state to the scattering probability rate per unit incident flux (= number of
incident particles per unit area per unit time). At the end of the day, the cross section has
units of area. The factor of S accounts for sets of indistinguishable particles.

e.g. 1. 2 → 2 Scattering in the gφ3/3! Theory
To compute the scattering amplitude, we need to draw all the Feynman diagrams for this
theory that can contribute. For now, we will only compute the leading non-trivial
contribution in g. This comes from the diagrams in Fig. 4.2, which I have drawn with time
going from left to right, and p1 and p2 as the initial momenta and p3 and p4 as the final
momenta. The amplitude at this order is

−iM = (−ig)2
[

i

(p1 + p2)2 −M2
+

i

(p1 − p3)2 −M2
+

i

(p1 − p4)2 −M2

]
. (4.40)

These three diagrams are called s-, t-, and u-channel respectively. This designation
corresponds to the three Lorentz invariant combinations of momenta relevant for 2 → 2
scattering:

s = (p1 + p2)
2 = (p3 + p4)

2 (4.41)

t = (p1 − p3)
2 = (p2 − p4)

2 (4.42)

u = (p1 − p4)
2 = (p2 − p3)

2 . (4.43)
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Figure 4.2: Feynman diagrams for e.g. 1.

Note that s+ t + u = 4M2. In terms of these combinations, we have

M = g2
[

1

s−M2
+

1

t−M2
+

1

u−M2

]
. (4.44)
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e.g. 2. Elastic Scattering in the CM Frame
Consider the 2 → 2 elastic scattering of a pair of particles of mass M . We will work in the
center-of-mass (CM) frame where the sum of the initial 3-momenta vanishes. It is
conventional to choose the z-axis in the direction of the incoming particles. Specifically,

p1 = (E, 0, 0, p), p2 = (E, 0, 0,−p) . (4.45)

with E =
√
p2 +M2. Applying the overall conservation of energy and momentum, the

outgoing momenta must take the form

p3 = (E, p sin θ, 0, p cos θ), p4 = (E,−p sin θ, 0,−p cos θ) , (4.46)

where we have chosen to align the ~p3 axis to simplify the form of p3. In terms of these
values, we can express the momentum invariants s, t, and u as

s = 4(M2 + p2), t = −p2(1− cos θ)2, u = −p2(1 + cos θ)2 . (4.47)

The scattering cross section in this frame is

σ =
(1/2!)

|~vrel|
1

4E2

∫
d3p3

2E3(2π)3

∫
d3p4

2E4(2π)3
(2π)4δ(4)(p1 + p2 − p3 − p4) |M|2 (4.48)

=
1

|~vrel|
1

32(2π)2E2

∫ ∞

0

dp′ p
′2

∫
dΩ

1

E ′2
|M|2 δ(2E − 2

√
p′2 +M2) (4.49)

=
1

|~vrel|
1

64πE2

p

E

(
1

4π

∫
dΩ |M|2

)
, (4.50)

where E ′ =
√
p′2 +m2 and |~vrel| = 2

√
1−m2/E2 in this frame.

In many cases, the quantity of interest isn’t the total cross section but rather the the
differential cross section per unit solid angle. To get this, just take the expressoin for th
total cross section, but don’t integrate over the outgoing particle direction you’re interested
in. For the 2 → 2 example here, we have

dσ

dΩ
(θ, φ) =

1

|~vrel|
1

256π2E2

p

E
|M|2 , (4.51)

where dΩ = d(cos θ) dφ is the solid angle corresponding to the direction of one of the
outgoin particles.

4.3.2 Decays

The decays of an unstable particle are probabilistic, but are characterized by an average
decay rate Γ. Specifically, given an initial sample of N0 particles at time t = 0, the number
of particles after time t is

N(t) = N0e
−Γt . (4.52)
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The lifetime τ of a particle species is defined to be

τ = 1/Γ . (4.53)

Sometimes you will also hear of half-lives, given by τ1/2 = τ ln 2. In natural units, the decay
rate has units of mass.

The decay rate can be computed using the LSZ formula, even though this formula only
really applies to stable particles that are able to propagate off to infinity. However, it
turns out that the LSZ formula is also a good approximation for particles that are unstable
but whose decay rates are very slow relative to their mass. In this case, the partial rate
for an unstable particle of mass M at rest to decay to a final state containing n particles
(1 → 2 + 3 + . . .+ n + 1) is

Γ(1 → n) =
S

2M

∫
d3p2

2E2(2π)3
. . .

∫
d3pn+1

2En+1(2π)3
(2π)4δ(4)(p1 −

n+1∑

i=2

pi)|M|2 , (4.54)

where |M|2 is the corresponding 1 → n amplitude defined in the same way as for scattering,
and S is the symmetry factor. The total decay rate is the sum of the partial rates Γf of all
the individual decay channels,

Γ =
∑

f

Γf = Γ
∑

f

BRf , (4.55)

where BRf = Γf/Γ is the branching ratio to the final state f .
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Chapter 5

Poincaré and Particles

So far in the course we have glossed over Lorentz invariance and we have only studied theories
that describe particles with spin equal to zero. In these notes we will tackle Lorentz and
translation invariance head on, and this will lead us to theories with particles of non-trivial
spin.

Before addressing Lorentz invariance, we will first discuss the general features of symme-
tries and how to implement them in quantum mechanics. With this in hand, we will focus on
the Poincaré group consisting of Lorentz transformations plus translations and which is the
symmetry group of flat spacetime. In particular, we will study the implications of Poincaré
invariance on the structure of quantum fields and particle states in the Hilbert space.

5.1 Symmetries, Groups, and Representations

Symmetry transformations obey the mathematical properties of a group, and it is worth
spending a bit of time discussing what they are.1 A group G is a set of objects together with
a multiplication rule such that:

1. if f , g ∈ G then h = f ·g ∈ G (closure)

2. f ·(g ·h) = (f ·g)·h (associativity)

3. there exists an identity element 1 ∈ G such that 1·f = f·1 = f for any f ∈ G (identity)

4. for every f ∈ G there exists an inverse element f−1 such that f ·f−1 = f−1 ·f = 1
(invertability)

Each group element corresponds to a different transformation of the same class.

1 Much of this discussion is based on Refs. [11, 1], both of which provide a much more detailed account
of the topics covered here.
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A group can be defined via a multiplication table which specifies the value of f·g for every
pair of elements f, g ∈ G. An Abelian group is one for which f ·g = g ·f for every pair of
f, g ∈ G. A familiar example of an Abelian group is the set of rotations in two dimensions.
In contrast, the set of rotations in three dimensions is non-Abelian.

5.1.1 Representations of Groups

For the most part, we will be interested in symmetry transformations that act linearly on
states in a Hilbert space,

|vi〉 → |v′i〉 = Uij |vj〉. (5.1)

As a result, we will usually work with matrix representations of groups. Groups themselves
are abstract mathematical objects. A representation of a group is a set of n × n matrices
U(g), one for each group element, such that:

1. U(f)U(g) = U(f ·g)

2. U(1) = I, the identity matrix.

Note that these conditions imply U(f−1) = U−1(f). The value of n is called the dimension of
the representation. For any group, there is always the trivial representation where U(g) = I

for every f ∈ G. Note that a representation does not have to faithfully reproduce the full
multiplication table. A representation is said to be unitary if all the representation matrices
can be taken to be unitary (U † = U−1).

e.g. 1. Rotations in two dimensions
This group is formally called SO(2) and can be defined as an abstract mathematical
object. Any group element can be associated with a rotation angle θ. The most familiar
representation is in terms of 2× 2 matrices,

D(θ) =

(
cos θ − sin θ
sin θ cos θ

)
. (5.2)

Of course, there is also the trivial representation.

Our focus will be primarily on continuous transformations. These correspond to what
are called Lie groups, which are simply groups whose elements can be parametrized in terms
of a set of continuous variables {αa}. We can (and will) always choose these coordinates
(near the identity) such that the point αa = 0 corresponds to the identity element of the
group. Thus, for any representation of the group, we have for infinitesimal transformations
near the identity

U(αa) = I− iαata +O(α2). (5.3)
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The matrices ta are called generators of the representation. Finite transformations can be
built up from infinitesimal ones according to

U(αa) = lim
p→∞

(1− iαata/p)p = e−iα
ata . (5.4)

This is nice because it implies that we only need to sort out a finite set of generators
when discussing the representation of a Lie group rather than the infinite number of group
elements. Let us also mention that a Lie group is said to be compact iff all the parameters
αa run over finite intervals.

A set of generator matrices {ta} can represent a Lie group provided they satisfy a Lie
algebra. Besides being able to add and multiply them, they must also satisfy the following
conditions:

1. [ta, tb] = ifabctc for some constants fabc

2. [ta, [tb, tc]] + [tb, [tc, ta]] + [tc, [ta, tb]] = 0 (Jacobi Identity)

The first condition is needed for the closure of the group (i.e. exp(−iαata) exp(−iβata) =
exp(−iλata) for some λa) while the second is required for associativity. In fact, we can define
a Lie group abstractly by specifying the structure constants fabc. Most of the representations
we’ll work with are unitary, in which case the structure constants are all real and the
generators ta are Hermitian.

e.g. 2 SU(2)

This is the prototypical Lie group, and it should already be familiar from what you know
about spin in quantum mechanics. As a group, it is defined to be the set of 2× 2 unitary
matrices with determinant equal to one. The corresponding Lie algebra has three basis
elements which satisfy

[ta, tb] = iǫabctc (5.5)

The basic fundamental representation of SU(2) is in terms of Pauli matrices: ta = σa/2.
Since [σa, σb] = 2iǫabcσc, it’s clear that this is a valid representation of the algebra. You
might also recall that any SU(2) matrix can be written in the form U = exp(−iαaσa/2).
Even though SU(2) is a group defined in terms of 2× 2 matrices, it has other
representations. You may recall from basic quantum mechanics that spin corresponds to a
symmetry under SU(2). The fundamental rep corresponds to s = 1/2, and s = 0 is just the
trivial representation (U(g) = I). On the other hand, we also know that there are spins
with s = 0, 1/2, 1, 3/2, . . ., and these correspond to represenations of dimension (2s+ 1).

5.1.2 More on Representations (optional)

The nice thing about working with linear generators ta is that we can choose a nice basis
for them. This is equivalent to choosing a nice set of coordinates for the Lie group. In
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particular, it is always possible to choose the generators tar of any representation r such that

tr(tart
b
r) = T2(r)δ

ab. (5.6)

The constant T2(r) is called the Dynkin index of the representation. With the exception
of the Poincaré group (Lorentz and translations), we will always implictly work in bases
satisfying Eq. (5.6), and we will concentrate on the case where the index is strictly positive.
If so, the corresponding Lie group is said to be compact and is guaranteed to have finite-
dimensional unitary representations. This is not true of the Poincaré group, which is
not compact.

It turns out that there are only a finite set of classes of compact Lie groups. The classical
groups are:

• U(1) = phase transformations, U = eiα

• SU(N) = set of N ×N unitary matrices with det(U) = 1

• SO(N) = set of orthogonal N ×N matrices with det(U) = 1

• Sp(2N) = set of 2N × 2N matrices that preserve a slightly funny inner product.

In addition to these, there are the exceptional Lie groups: E6, E7, E8, F4, G2. In studying
the Standard Model, we will focus primarily on U(1) and SU(N) groups.

Some useful and fun facts about compact Lie algebras:

• Except for U(1), we have tr(ta) = 0 for all the classical and exceptional Lie groups.

• Number of generators = d(G)

d(G) =





N2 − 1; SU(N)
N(N − 1)/2; SO(N)
2N(2N + 1)/2; Sp(2N)

(5.7)

• A representation (= rep) is irreducible if it cannot be decomposed into a set of smaller
reps. This is true if and only if it is impossible to simultaneously block-diagonalize all
the generators of the rep. Irreducible representation = irrep.

• If one of the generators commutes with all the others, it generates a U(1) subgroup
called an Abelian factor: G = G′ × U(1).

• If the algebra cannot be split into sets of mutually commuting generators it is said to
be simple. For example, SU(5) is simple (as are all the classical and exceptional Lie
groups given above) while SU(3)× SU(2)× U(1) is not simple. In the latter case, all
the SU(3) generators commute with all the SU(2) generators and so on.
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• A group is semi-simple if it does not have any Abelian factors.

• With the basis choice yielding Eq. (5.6), one can show that the structure constants are
completely anti-symmetric.

• The fundamental representation of SU(N) is the set of N×N special unitary matrices
acting on a complex vector space. This is often called the N representation. Similarly,
the fundamental representation of SO(N) is the set of N × N special orthogonal
matrices acting on a real vector space.

• The adjoint (= A) representation can be defined in terms of the structure constants
according to

(taA)bc = −ifabc (5.8)

Note that on the left side, a labels the adjoint generator while b and c label its matrix
indices.

• Given any rep tar , the conjugate matrices −(tar)
∗ give another representation, unsur-

prisingly called the conjugate representation. A rep is said to be real if it unitarily
equivalent to its conjugate. The adjoint rep is always real.

• The Casimir operator of a rep is defined by T 2
r = tart

a
r (with an implicit sum on a). One

can show that T 2
r commutes with all the tar . For an irrep (=irreducible representation)

of a simple group, this implies that

T 2
r = C2(r)I, (5.9)

for some positive constant C2(r).

• It is conventional to fix the normalization of the fundamental of SU(N) such that
T2(N) = 1/2. Once this is done, it fixes the normalization of all the other irreps. In
particular, it implies that for SU(N), C2(N) = (N2 − 1)/2N , T2(A) = N = C2(A).

5.2 Symmetries in Physical Systems

We have already discussed what it means for a transformation to be a symmetry of a classical
system. Having discussed group representations, we can now apply this knowledge to choose
convenient sets of variables for both classical and quantum systems.

5.2.1 Symmetries in Classical Mechanics

Recall that for a continuous classical system, the condition for the transformation

φi → φ′i = fi(φ) (5.10)
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to be a symmetry was

S[φ] → S[φ′] := S ′[φ] = S[φ] . (5.11)

This usually implies that the Lagrangian should be unchanged by the transformation as well.
Note as well that this is the active picture, and there is a similar relation for the passive
picture.

In most cases of interest, we are interested in symmetry transformations that act linearly
on the field variables. In this case, given a system described by n fields {φ1, φ2, . . . , φn}, we
have for each element g of the symmetry group

φA(x) → φ′A(x) =M B
A (g)φB(x) . (5.12)

The matrices M B
A (g) form a representation of the symmetry group, in the sense described

above, and there is a matrix for each element of the symmetry group. Note that these
matrices M(g) must be invertible, be they do not have to be unitary. For the Lagrangian to
be invariant under the symmetry, it should be built up from terms that are also invariant.
This strongly limits what can appear in the Lagrangian.

e.g. 3. A theory with SU(2) symmetry.

Consider the theory of two of complex fields φ1 and φ2 combined to form a single
two-component field Φ given by

Φ =

(
φ1

φ2

)
. (5.13)

We will take the Lagrangian for the theory to be

L = (∂µΦ†)(∂µΦ)−m2Φ†Φ− λ

4
(Φ†Φ)2 (5.14)

This theory is invariant under SU(2) transformations

Φ(x) → Φ′(x) = e−iα
ataΦ , (5.15)

where ta = σa/2 are the Pauli matrices. In this case, M(αa) = eiα
aσa/2. This is only one of

many different theories with a symmetry under SU(2) transformations. For instance, we
could have also constructed a theory using the triplet representation of SU(2) where the ta

matrices are proportional to the matrices that arise when you construct the spin operators
Sx, Sy, and Sz on states of spin s = 1. (Note that the SU(2) in this example has nothing to
with spin!)

5.2.2 Symmetries in Quantum Mechanics

In quantum mechanics we have states in a Hilbert space and operators that act upon them.
Observables correspond to the eigenvalues of Hermitian operators, and the squared norms
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of states are interpreted as probabilities. In general, a transformation upon a quantum
mechanical system can be implemented by an operator acting on all states:

|ψ〉 → |ψ′〉 = U |ψ〉 , (5.16)

for some operator U . By construction, this operator is linear.

The transformations that tend to be the most interesting are symmetries. We already
discussed what it means for a transformation to be a symmetry of a classical system. In
quantum mechanics, we demand that a symmetry (not) do two things. The first is that it
should not alter the inner products of states (which are interpreted as probabilities),

〈ψa|ψb〉 = 〈ψ′a|ψ′b〉 (5.17)

= 〈ψa|U †U |ψb〉 , (5.18)

which implies that we need U †U = I. Thus, the transformation should be implemented
by a unitary operator.2 We would also like the transformation to be consistent with time
evolution. In the Schrödinger picture, this means specifically that

|ψ′(t)〉 = e−iH(t−t0)|ψ′(t0)〉 (5.19)

Ue−iH(t−t0)|ψ(t0)〉 = e−iH(t−t0)U |ψ(t0)〉 , (5.20)

which implies that3

[H,U ] = 0 , (5.21)

Together, Eqs (5.18,5.21) are the conditions that a set of transformations must satisfy to be
a symmetry in quantum mechanics.

In general, the set of all symmetry transformations on the system forms a group. For
each element g in the group, there is an operator U(g) that acts linearly on the vector space
of states. Therefore they must be a linear representation of the group. It is often useful
to choose a basis of states that transform as independent blocks under the symmetry. For
example, with spin we decompose the Hilbert space into states with different spins.

If we apply this definition to a continuous symmetry, we immediately get a quantum
version of Noether’s theorem. A continuous symmetry corresponds to a Lie group, and thus
we can write any group element in terms of the generators of the Lie algebra as

U(αa) = e−iα
ata , (5.22)

where αa are the continuous parameters that label the different elements of the group and
now ta is a quantum operator that represents the Lie algebra of the group ( [ta, tb] = ifabctc ).
By assumption, U(αa) commutes with the Hamiltonian for any value of αa. This implies
that

[H, ta] = 0 . (5.23)

2 Actually, this is a bit too strict since equality of the inner products up to a phase would have been fine
as well. However, we will concentrate on unitary transformations in this course.

3This assumes that U has no explicit time dependence. If it does, the condition is −i∂tU + [H,U ] = 0.
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In the Heisenberg picture, this implies that the generators are conserved in that they do not
evolve in time.

Just like we had the Schrödinger and Heisenberg pictures of time evolution in quantum
mechanics, or the active and passive pictures of symmetries in classical mechanics, we can
also think of symmetries as acting on operators rather than on states. It turns out that
this is usually the more convenient thing to do in quantum field theories. In this picture, a
symmetry transformation corresponds to keeping all the states the same but transforming
the operators according to

O → O′ = U †(g)OU(g) , (5.24)

where U(g) is unitary with [H,U(g)] = 0 as before. For continuous symmetries parametrized
by αa, we can consider and infinitessimal transformation and define

O′ −O = αa (∆O)a (5.25)

Expanding U(αa) and matching up αa factors, we find

(∆O)a = i[ta,O] . (5.26)

This implies that the action of the transformation on the operator is encoded in its commu-
tator with the generators (analagous to the commutator with H giving the time evolution).

In quantum field theories, we will usually be interested in symmetries that act linearly
on the fields. By this, we mean that for a system of n fields {φ1, . . . , φn} we have

φA(x) → φ′A(x) = U †(g)φA(x)U(g) =M B
A (g)φB(x) , (5.27)

where the matricesM form a representation of the symmetry group.4 Note that we have three
levels of mathematical structure here. The first is the abstract structure of the symmetry
group itself, which need not refer to any matrices at all. The second level is the representation
of the group on the states of the Hilbert space by the unitary operators U . And the third
level is the representation of the group by the M matrices acting on the space fields. These
matrices do not have to be unitary.

It is worth checking that this picture is consistent. We have trivially that U(1) = I and
M B

A (1) = δ B
A , and associativity and invertability follow by assumption. The last thing to

check is closure. Suppose we transform by the group element f ·g. This gives on the left-hand
side of Eq. (5.27)

U †(f · g)φA(x)U(f · g) = U †(g)U †(f)φA(x)U(f)U(g) (5.28)

= U †(g)
[
M B

A (f)φB(x)
]
U(g) (5.29)

= M B
A (f)M C

B (g)φC(x) . (5.30)

On the right-hand side, we find

M C
A (f · g)φC(x) =M B

A (f)M C
B (g)φC(x) . (5.31)

Thus, everthing works out as it should.

4 If the transformation shifts x→ x′ as well, this result is modified to φ′(x′) = U †φ(x′)U =Mφ(x).
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5.3 The Poincaré Group: Lorentz plus Translations

The symmetries we are most interested in for relativistic theories are those of spacetime,
namely translations and Lorentz transformations (boosts and rotations). Together, this
group of symmetries is called the Poincaré group. When we get to finding representations of
the Poincaré group on fields, we will see that they correspond to particles of different spins.

5.3.1 The Translation Group

The Poincaré group consists of translations plus Lorentz transformations. We have already
discussed translations,

xµ → xµ + aµ . (5.32)

Translations form a group that can be parametrized by the four components of the translation
vector aµ. We can represent the group on the space of functions of x by the linear operator

U(a) = eia
ν(i∂ν) , (5.33)

that produces

U(a)f(x) =

[
1− aν∂ν +

1

2!
(−aν∂ν)2 + . . .

]
f(x) = f(x− a) . (5.34)

Specializing to infinitesimal translations, we find the generators of this representation to be

Pµ = i∂µ . (5.35)

These satisfy the Lie algebra

[P µ, P ν] = 0 . (5.36)

The group of translations is formally defined as the abstract Lie group spanned by the
parameters aµ ∈ (−∞,∞) with Eq. (5.36) as the Lie algebra. Our labelling of the generators
by P µ reflects our result that the conserved currents corresponding to invariance under
translations are the energy and momentum operators.

5.3.2 The Lorentz Group

The second component of the Poincaré group are Lorentz transformations. These are defined
as the set of linear transformations of spacetime that leave the Lorentz interval unchanged.
Specifically, a Lorentz transformation is any real linear transformation Λ such that

xµ → x
′µ = Λµνx

ν , (5.37)
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with

ηµνdx
′µdx

′ν = ηµνdx
µdxν . (5.38)

This implies that the transformation matrices must satisfy

ηµν = ηαβΛ
α
µΛ

β
ν , (5.39)

which is equivalent to the condition

(Λ−1)µν = Λ µ
ν := ηνβ η

µα Λβα . (5.40)

Besides just xµ, we call any four-component object vµ transforming this way under
Lorentz a four vector :

vµ → v
′µ = Λµνv

ν . (5.41)

The result of Eq. (5.40) implies that the dot product of any pair of four vectors vµ and wµ

is unchanged by Lorentz transformations,

v · w := ηµνv
µwν = v′ · w′ . (5.42)

More generally, we define an (n, 0)-index Lorentz tensor to be an object T µ1µ2...µn that
transforms as

T µ1...µn → T
′µ1...µn = Λµ1ν1 . . .Λ

µn
νnT

ν1...νn . (5.43)

From this point of view, a vector is just a (1, 0) tensor. We also define tensors with lowered
indices by starting with a (n, 0) tensor and lowering some of the indices with ηµν . We call
a tensor with n upper indices and m lower indices a (n,m) tensor. It is straightforward to
show that any product of tensors with all the indices contracted is Lorentz-invariant. More
generally, any quantity defined on spacetime can be decomposed into Lorentz tensors as far
as its Lorentz transformation properties are concerned.

Let us turn next to the Lie group structure of Lorentz transformations. Since this group
is defined in terms of a set of linear transformations on 4-vectors, we already know one
representation of the group. By matching these transformations to the general structure of
Lie groups, we can figure out how to build other represenations. The identity element of the
group is clearly Λµν = δµν . Expanding around the identity, we have

Λµν = δµν + ωµν + . . . (5.44)

If we plug this into the requirement of Eq. (5.38), we find that the the only condition on ωµν
is that it be antisymmetric:

ωµν = −ωνµ . (5.45)

With this constraint, ωµν has six independent elements that we can identify with the three
generators of spatial rotations and the three generators of Lorentz boosts.
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To put this another way, we have just seen that the Lorentz group can be parametrized
in terms of six real numbers, which we can write as a antisymmetric (0, 2) tensor ωµν . A
general unitary reprentation of the Lorentz group must therefore take the form

U(ω) = e−iωµνJ
µν/2 = I− i

2
ωµνJ

µν + . . . , (5.46)

where the Jµν are a set of six antisymmetric Hermitian operators that generate the group rep-
resentation.5 As an operator, consistency of the representation requires that Jµν transforms
as a (2, 0) tensor,

U †(Λ)JµνU(Λ) = ΛµρΛ
ν
σJ

ρσ . (5.47)

Expanding this result out when Λµν = δµν + ωµν is also infinitesimal gives the commutation
relations of the Jµν generators:

[Jµν , Jρσ] = − i

2
(ηµρJνσ − ηµσJνρ) (5.48)

= −i (ηµρJνσ − ηνρJµσ − ηµσJνρ + ηνσJµρ) . (5.49)

These relations define the abstract Lie algebra of the Lorentz group.

The six independent Jµν generators can be rewritten in terms of the more familiar
generators of rotations and boosts. Let us define

J i =
1

2
ǫijkJ jk , Ki = J0i . (5.50)

The commutation relations of Eq. (5.49) then imply

[J i, J j] = iǫijkJk , (5.51)

[Ki, Kj] = −iǫijkJk , (5.52)

[J i, Kj] = iǫijkKk . (5.53)

The first should be familiar, while the second and third are the generalizations to boosts.

With the Lie algebra of Lorentz in hand, we can try to find representations of it. In fact,
we already have one, namely the Lorentz group as a set of linear operators acting on the
space of four vectors. It is not hard to check that the generators of this representation are

(Jµν4 )αβ = i(δµαδ
ν
β − δµβδ

ν
α) . (5.54)

Here, µ and ν label which generator we want, while α and β label the elements of the
representation matrix. Explicitly, we have

Λαβ =

(
exp

[
− i

2
ωµν(J

µν
4 )

])α

β

= δαβ −
i

2
ωµν(J

µν
4 )αβ + . . . (5.55)

= δαβ + ωαβ + . . . , (5.56)

5The factor of two here is just a matter of tradition.
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just like Eq. (5.44). Note that for any Λ, there exists a unique ω. A second simple
representation is the Lorentz group acting on the space of functions of x. The generators are

Jµνx = i(xµ∂ν − xν∂µ) . (5.57)

These generalize the familiar angular momentum operators ~J = ~x× (−i~∇) in position-space
quantum mechanics.

There’s a low-down dirty trick to find the general representations of the Lorentz group.
Let us define new operators Ai and Bi by

Ai =
1

2
(J i + iKi) , Bi =

1

2
(J i − iKi) . (5.58)

These operators have the commutation relations

[Ai, Aj] = iǫijkAk (5.59)

[Bi, Bj] = iǫijkBk (5.60)

[Ai, Bj] = 0 . (5.61)

Note as well that (Ai)† = Bi and so on. These factors each have the commutation relations of
two independent SU(2) Lie algebras. Thus, to find representations of Lorentz, all we need to
do is specify the representations of each of the SU(2) factors. The irreducible representations
are therefore (jA, jB), with jA and jB half-integer, and have dimension (2jA+1)× (2jB +1).

The lowest representation is just the trivial (0, 0). It corresponds to the scalars we have
been studying so far. The next two up are (1/2, 0) and (0, 1/2), both of dimension two. We
will see that these correspond to left- and right-handed Weyl fermions. Under the rotation
subgroup of Lorentz, they both unsurprisingly have spin j = 1/2. The next representation is
the four-dimensional (1/2, 1/2). It corresponds to a Lorentz vector, and it decomposes into
spins j = 0, 1 under the rotation subgroup. Going to higher values of jA and jB gives even
higher spins.

In the discussion so far, we have implicitly assumed that the elements of the Lorentz group
can be continuously deformed to the identity. This isn’t necessarily true. Two matrices that
satisfy the condition of Eq. (5.39) that cannot be deformed smoothly to unity are

P = diag(+1,−1,−1,−1) , (5.62)

and

T = diag(−1,+1,+1,+1) . (5.63)

The matrix P is called a parity transformation and T is called time reversal. It turns out that
any Lorentz transformation can be written as the product of a transformation connected to
the identity times either P, T , or PT . In this sense, the Lorentz group has four independent
sectors. We will be interested mainly in the sector connected to the identity, called the proper
orthochronous subgroup of Lorentz, which is often what is meant by “Lorentz group”, and
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from here on we will follow this convention. In Nature, it turns out that “Lorentz” is a good
symmetry but parity and time-reversal are not.

Applying P to the generators, we find that J i → J i and Ki → −Ki. Correspondingly,
we find Ai ↔ Bi. Thus, the effect of parity is to map (jA, jB) ↔ (jB, jA). The Weyl spinor
irreps of Lorentz are therefore not representations of the Lorentz group extended by parity.
On the other hand, the reducible representation (1/2, 0) ⊕ (0, 1/2) does work. We will use
this rep soon to describe electrons in QED.

5.3.3 The Poincaré Group

The full Poincaré group consists of translations and Lorentz, and the general form of such a
transformation is

xµ → Λµνx
ν + aµ . (5.64)

Thus, we will label general Poincaré group elements by

{Λ, a} . (5.65)

We would like to find representations of this larger group. To do so, we need to figure out
the Lie algebra.

Since we already have the Lie algebras for the translation and Lorentz subgroups, the only
other things we need are the commutation relations between P µ and Jρσ, provided they don’t
induce any new operators. These can be obtained by applying a Lorentz transformation to
the P µ operator, which must transform like a 4-vector,

U †(Λ)P µU(Λ) = ΛµνP
ν . (5.66)

Specializing to Λµν = δµν + ωµν + . . . and U(Λ) = I− iωρσJ
ρσ/2 + . . ., we find

[P µ, Jρσ] = i (ηµρP σ − ηµσP ρ) . (5.67)

Collecting this and our previous results, the full set of commutation relations for the Poincaré
group is therefore

[P µ, P ν] = 0 (5.68)

[P µ, Jρσ] = i (ηµρP σ − ηµσP ρ) (5.69)

[Jµν , Jρσ] = −i (ηµρJνσ − ηνρJµσ − ηµσJνρ + ηνσJµρ) , (5.70)

Together, these relations completely fix the Lie algebra structure of the Poincaré group.

Looking at Eq. (5.69), it would appear that some of the Jµν currents are not conserved, in
that [P 0, Jµν ] 6= 0 (recall that P 0 = H). Working out the details, the non-zero components
correspond to the boosts,

[H, J0i] = iP i . (5.71)
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This contradicts Eq. (5.21), one of our conditions for an operator to be the generator of a
symmetry. It turns out that Eq. (5.21) does not quite apply to the case where the operator
has an explicit dependence on t (i.e. t appears in the operator on its own, and not as the
argument of a field). The correct generalization is

0 = i[H,U ] +
∂U

∂t
=
dU

dt
. (5.72)

Working out the Noether current for Jµν in a general Lorentz-invariant field theory, one
finds that the J0i components depend on t explicitly and satisfy the general condition of
Eq. (5.72) [12].

5.3.4 Representations of Poincaré on Fields

To construct a Poincaré-invariant quantum field theory, it is convenient to use field variables
that have well-defined transformation properties, corresponding to fields that transform
under definite representations of the Poincaré group. Note that unlike the representations of
groups on quantum mechanical states, the representations of Poincaré on fields do not have
to be unitary.

Given a Poincaré transformation

x→ x′ = Λx+ a , (5.73)

the corresponding transformation on a field operator will be

φA(x) → φ′A(x) = U †(Λ, a)φA(x)U
†(Λ, a) , (5.74)

with the transformation operator

U(Λ, a) = I− i

2
ωµνJ

µν + iaµP
µ + . . . (5.75)

Our challenge is to figure out what φ′A(x) can be.

Specializing to the translation subgroup of Poincaré, we already know the result. Recall
that under x→ x′ = x+ a, we had

φA(x) → φ′A(x) = φA(x− a) = e−iP ·aφA(x)e
iP ·a . (5.76)

This has precisely the form of Eq. (5.74) with

U(1, a) = eiaµP
µ

, (5.77)

where now the Hermitian P µ operators act on the Hilbert space.

Let us turn next to the Lorentz subgroup. The most simple representation of Lorentz is
the trivial one, with φ(x) → φ′(x′) = φ(x). This implies

φ(x) → φ′(x) = U †(Λ, 0)φ(x′)U(Λ, 0) = φ(Λ−1x) . (5.78)
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Put another way, the shifted field is the same function of the rotated coordinates as the
original field on the original coordinates. For example, if φ(x) is zero everywhere except at
x = x0, φ

′(x) will be zero everywhere except at x′0 = Λx0 with φ
′(Λx0) = φ(x0). This has the

form of Eq. (5.27), but with an additional change in the x coordinate. We found previously
that this trivial representation corresponds to particles of spin s = 0.

A simple generalization of this result is the Lorentz vector field Aµ. Here, the four
component fields rotate into each other under a Lorentz transformation. More precisely,

Aµ(x) → A′
µ
(x) = U †(Λ, 0)Aµ(x)U(Λ, 0) = ΛµνA

ν(Λ−1x) (5.79)

We see that the field components are rotated in addition to the shift in the coordinate
dependence. They clearly transform in the vector representation of Lorentz. This also has
the form of Eq. (5.27) with the representation matrix M B

A ∼ Λµν .

It is instructive to look at the infinitessimal form of this transformation, with Λ = 1+ω.
Expanding the left side of Eq. (5.79) we find

U †(1 + ω, 0)Aµ(x)U(1 + ω, 0) = Aµ(x) +
i

2
ωαβ [J

αβ, Aµ(x)] . (5.80)

On the right side of Eq. (5.79), we find

ΛµνA
ν(Λ−1x) = Aµ(x)− i

2
ωαβ

[
i(xα∂β − xβ∂α)Aµ(x) + i(ηµαδβν − ηµβδαν)A

ν(x)
]
. (5.81)

Comparing both sides, we see that

i[Jαβ , Aµ(x)] = −iJαβx Aµ(x)− i(Jαβ4 )µνA
ν(x) . (5.82)

Comparing to the general result of Eq. (5.26), the left side just says that this is the variation
of the Aµ(x) operator under infinitesimal Lorentz transformations. On the right side, there
are two contributions. The first term is the variation due to the shift in the spacetime
coordinate x. The second term is due to the vector transformation of the field components.
Specializing to the ij components, this is just the expression for the infinitesimal change in
the vector field under spatial rotations. In this case, the first term corresponds to the orbital
angular momentum carried by the field while the second is due to the intrinsic “spin” of the
field. Note that there is no spin contribution for µ = 0.

Given this result for the vector field, the generalization to an arbitrary representation of
the Lorentz subgroup acting on the fields {φC} should not be too suprising. It is

i[Jαβ , φC(x)] = −iJαβx φC(x)− i(JαβAB)
D
C φD(x) , (5.83)

where JαβAB is the generator of the (jA, jB) representation of the Lorentz Lie algebra dis-
cussed in Section 5.3.2. This relation gives the infinitessimal variation in the field φC(x)
under Lorentz. Composing them, we can build up the general form of a finite Lorentz
transformation:

U †(Λ, 0)φC(x)U(Λ, 0) =

[
exp(− i

2
ωαβJ

αβ
AB)

] D

C

φD(Λ
−1x) . (5.84)
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We can now combine translations and Lorentz transformations and give the general form
a finite Poincaré transformation on a field. It is just

U †(Λ, a)φC(x)U(Λ, a) =

[
exp(− i

2
ωαβJ

αβ
AB)

] D

C

φD(Λ
−1x− a) . (5.85)

The transformation matrix on the right-hand side describes the representation of the field
under Lorentz, while the change in the coordinate of the field contains the rest of Lorentz
together with all of Poincaré.

5.3.5 Representations of Poincaré on States

Finding the representations of the Poincaré group on one-particle quantum states is slightly
more challenging. The difficulty lies in the fact that we are only allowed to use unitary repre-
sentations. This has a very important consequence: physical particle states with mass m > 0
can be characterized completely by their mass and their representation under the SU(2) spin
group. In contrast, massless particles states can be characterized by their representation
under a slightly different group, called helicity. For more details, see Refs. [13, 3, 14].

The translation part of the Poincaré group is trivial to include if we work with simulta-
neous eigenstates of P µ:

P µ|p, σ〉 = pµ|p, σ〉 , (5.86)

where the σ index labels any other properties the state could have under Lorentz. Applying
a Lorentz transformation to such a state, we must have

U(Λ)|p, σ〉 = [Dp(Λ)]σσ′ |Λp, σ′〉 , (5.87)

where [Dp]σσ′ is a matrix describing how states transform into each other under Lorentz.
Our remaining task is to figure out what these matrices can be.

Since we are using momentum eigenstates, these states are also eigenstates of the P 2 =
PµP

µ operator. This operator is invariant under both translations and Lorentz, which can
be verified by checking that it commutes with all the Poincaré generators P µ and Jµν . Thus,
for a set of states transforming under a given representation of Poincaré, they must all have
the same eigenvalue of P 2. For this reason, P 2 is called a Casimir invariant of the group
and its eigenvalues are usually labelled by P 2 = M2. If we also use the fact that (proper
orthochronous) Poincaré transformations do not change the sign of p0, we can subdivide the
possible representations into nine subclasses according to whether M2 and p0 are positive,
negative, or zero. The cases of physical relevance are M2 = 0 = p0, M2 > 0 and p0 > 0,
and M2 = 0 and p0 > 0. The first of these corresponds to the vacuum |Ω〉 which transforms
under the trivial representation. The second and third correspond to massive and massless
particles.

For a massive particle with mass M , let us define a reference momentum

kµ = (M,~0) , (5.88)
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corresponding to the rest frame of the particle. We can get to any other momentum p (with
p2 =M2) in a unique way by applying the Lorentz transformation Lp. On states, this implies
that

|p, σ〉 = U(Lp)|k, σ〉 . (5.89)

Note that the same index σ appears on both sides of the equation. This corresponds to a
specific choice for how to relate the index of the reference state to the index of the more
general state.

For arbitrary transformations, the transformed state will have a modified index structure
as in Eq. (5.87). Performing another Lorentz transformation Λ, we get (leaving out the σ
stuff for now)

U(Λ)|p〉 = U(Λ)U(Lp)|k〉 (5.90)

= U(LΛp)U
†(LΛp)U(Λ)U(Lp)|k〉 (5.91)

= U(LΛp)U(L
−1
ΛpΛLp)|k〉 . (5.92)

This simple rearrangement has an important physical implication. The argument of the
second U operator in the last line is a Lorentz transformation that takes k → p→ Λp→ k.
It is therefore an element of the little group of Lorentz, the subgroup of Lorentz that maps
kµ to itself. To figure out the effect of the transformation on the σ indices, it is therefore
sufficient to find the representations of the little group alone.

Given the form of the reference momentum in Eq. (5.88), the little group for the case of
a massive particle is just the spatial rotation subgroup of Lorentz generated by the Ja, a =
1, 2, 3. This subgroup is just SU(2), and we can therefore identify the σ label with a spin
index! The unitary one-particle representations of a massive particle are therefore labelled
by its 4-momentum and spin. This might not seem too surprising, but here we have found
it to be a consequence of the underlying Poincaré symmetry.

We also know how to build represenatations of SU(2), and this allows us to deduce the
form of the [Dp(Λ)] matrices. For any element W µ

ν of the little group (W µ
νk

ν = kµ), we have

U(W )|k, σ〉 := [d(W )]σσ′ |k, σ′〉 , (5.93)

where the little group matrix is

d(W ) = e−iθ
aJaj , (5.94)

for some spin-j representation Jaj of SU(2). The generators therefore have dimension (2j +
1)×(2j + 1) and the σ index can be identified with mj values (for states |j,mj〉).

Applying this to a general Lorentz transformation on a general state,

U(Λ)|p, σ〉 = U(LΛp)U(W (Λ, p))|k, σ〉 (5.95)

[Dp(Λ)]σσ′ |Λp, σ′〉 = U(LΛp)[d(W (Λ, p)]σσ′ |k, σ′〉 (5.96)

= [d(W (Λ, p)]σσ′|Λp, σ′〉 . (5.97)
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Comparing both sides, we see that Dp(Λ) = d(W (Λ, p)), where W (Λ, p) is the combined
little group Lorentz transformation that sends k → p→ Λp→ k.

The total spin of a representation can be related to a second Casimir operator. Let us
define the Pauli-Lubanski pseudovector by

Wµ = −1

2
ǫµνρσJ

νρP σ , (5.98)

where ǫµνρσ is the totally antisymmetric tensor with ǫ0123 = +1. Since WµP
µ = 0, in the

particle rest frame we have W µ = (0, ~W ) with

W i =M J i . (5.99)

The quantity W 2 = WµW
µ is therefore Lorentz invariant and equal to

W 2 = −M2 ~J · ~J → −M2s(s+ 1) . (5.100)

With a bit of work, you can show that W 2 also commutes with all the Poincaré generators.
Thus, it is a Casimir invariant of the group and is equal to a fixed number in any represen-
tation. In all, we can completely charaterize any massive representation of Poincaré by the
mass M and total spin s.

These arguments go through in the same way in the massless case with one important
difference; a massless particle has no rest frame. Instead, a reasonable choice for the reference
momentum is

kµ = (k, 0, 0, k) . (5.101)

The little group is no longer the rotation group. Instead, it is generated by J3, L1 = K1−J2,
and L2 = K2 + J1, which have the Lie algebra of a different group called ISO(2). It turns
out that the only finite-dimensional representation of this group has W 2 = 0 along with
P 2 = 0. This implies that

W µ|~k〉 = hP µ|~k〉 (5.102)

on any such massless state. The proportionality constant is called the helicity of the particle,
and is equal to

h =
~J · ~p
|~p| =W 0/|~p| . (5.103)

This single number characterizes the finite representation of the little group, and must either
be integer or half-interger. It turns out that the consistency of a theory requires that
it contain states with both positive and negative helicity. These two helicity eigenstates
correspond to “spin” parallel (h > 0) and antiparallel (h < 0) to the direction of motion.
This result has important implications for the photon. First, it agrees with the fact that the
photon only has two independent polarizations. Second, we will see that the one-particle
state of the photon will be created by a vector field Aµ with four components, only two of
which can correspond to physical excitations. Getting rid of the extra degrees of freedom
will turn out to be highly non-trivial and will lead us to gauge invariance.
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5.4 Executive Summary

Here’s the short version of all this:

• Symmetry transformations have the mathematical structure of a group.

• A representation of a group is a set of linear operators M(g) (which can be written as
matrices once we specify a basis) that obey the group multiplication rules: M(1) = I

and M(f · g) = M(f)M(g). Even though the representation is properly the set of
linear operators, sometimes the vector space upon which they act is also called “the
representation” of the group.

• A Lie group is one that can be parametrized by continuous coordinates {αa}. For
group elements connected to the identity, we have U(αa) = exp(−iαata). To represent
such elements, we only need to find a representation of the Lie algebra for ta.

• In quantum mechanics, symmetries are implemented by unitary operators U(g) acting
on states with [H,U ] = 0. Equivalently, we can transform the operators instead of the
states according to O = U †(g)OU(g). For Lie groups, this implies that ∂tt

a = 0 is
conserved and (∆O)a = i[ta,O].

• Poincaré = translations plus Lorentz. The corresponding Lie algebra is

[P µ, P ν] = 0 (5.104)

[P µ, Jρσ] = i (ηµρP σ − ηµσP ρ) (5.105)

[Jµν , Jρσ] = −i (ηµρJνσ − ηνρJµσ − ηµσJνρ + ηνσJµρ) . (5.106)

Translations are easy to represent using functions of spacetime. For Lorentz, we can
rewrite the generators as a pair of SU(2) factors, and the representations are labelled
by (jA, jB) with jA,B = 0, 1/2, 1, 3/2, . . ..

• We will use quantum fields that transform under definite representations of Poincaré.
This means that as a quantum operator

U †(Λ, a)φA(x)U(Λ, a) =M B
A (Λ)φB(Λ

−1x− a) , (5.107)

where the matrices M B
A (Λ) form a (possibly non-unitary) representation of Lorentz.

• Representations of Poincaré in terms of the U operators acting on states is more
complicated because they have to be unitary. Any representation can be characterized
by the values of the Casimir operators P 2 andW 2 that commute with all the generators.
It turns out that for momentum eigenstates, we only need to find representations of the
much simpler little group. For massive states, P 2 =M2 > 0, the little group is SU(2)
and they can be labelled by their momentum and their spin. For massless states, we
have a slightly different little group ISO(2) and the states are labelled by momentum
and helicity.
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Chapter 6

Fun with Fermions

Having established how fields transform under Poincaré, we turn next to the simplest non-
trivial representations. These are the two-compenent representations (jA, jB) = (1/2, 0), (0, 1/2),
that are usually referred to as left- and right-handed Weyl fermions. When we get around to
quantizing the theory later , we will see that they do indeed correspond to fermionic particles.
We will also study the larger reducible representation (1/2, 0)⊕(0, 1/2), which corresponds to
a four-component object called a Dirac fermion. For more details, see Refs. [15, 16, 17, 1, 2, 3].

6.1 Weyl Fermions

A left-handed Weyl fermion is an object transforming under the (1/2, 0) representation of
the Lorentz group. Similarly, a right-handed Weyl fermion is an object transforming under
the (0, 1/2) rep. Both are two-component objects that we call spinors. In describing their
transformation properties we will use all sort of tricks with σ matrices. So, to begin, let’s
review some of these tricks. From there, we will construct explicit representation matrices
and build Lorentz-invariant combinations of objects that we might someday hope to add to
a Lagrangian.

6.1.1 Tricks with σ Matrices

The Pauli σ matrices σa are defined to be

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (6.1)

They satisfy the handy relations

[σa, σb] = 2iǫabcσc , (6.2)

{σa, σb} = 2δab . (6.3)
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The first of these relations implies that {σa/2} form a two-dimensional representation of the
Lie algebra of SU(2). Taken together, Eqs. (6.2,6.3) also imply that

e−iα
aσa/2 = cos(α/2)− iσa(αa/α) sin(α/2) , (6.4)

where α =
√
αaαa. To derive this, expand the exponential and use Eqs. (6.2,6.3) together

with 2AB = {A,B}+ [A,B] for any operators A and B.

The Pauli matrices are clearly Hermitian, σa† = σa. However, (σa)∗ = (σa)t are not equal
to σa when a = 2. To handle such conjugation operations, let us define another matrix

ǫ = iσ2 =

(
0 1

−1 0

)
. (6.5)

This matrix is useful because

(σa)∗ǫ = −ǫσa, (σa)tǫ = −ǫσa . (6.6)

We call this the ǫ trick. The ǫ trick also works if we replace ǫ by ǭ defined to be

ǭ = −ǫ = ǫt . (6.7)

Note as well that ǫ2 = −I = ǭ2 and ǫǭ = I

Consider a general 2× 2 matrix given by

M(αa) = e−iα
aσa/2 , (6.8)

for some parameters αa. When the parameters are real, this matrix is clearly unitary.
However, when the αa are complex, M is no longer unitary in general. Despite the loss of
unitarity, we can still find the inverse ofM in a clever way by using the ǫ trick and Eq. (6.4).
Together, they imply that

M t(αa)ǫ = ǫM(−αa) = ǫM−1(αa) . (6.9)

This result will be useful soon.

6.1.2 Building the (1/2, 0) Representation

Recall that we had for a field φC(x) transforming under a rep r of the Lorentz group

U(Λ)†φC(x)U(Λ) = [M(Λ)] DC φD(Λ
−1x) . (6.10)

The transformation matrix M can be written as an exponential,

M(Λ) = exp

(
− i

2
ωµνJ

µν
r

)
=M(ω) , (6.11)

where the representation matrices Jµνr satisfy the commutation relations of the Lorentz
group. Note as well that specifying Λ is equivalent to specifying the parameters ωµν . In
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particular, given ωµν , the corresponding matrix is Λ = exp(−iωµνJµν4 /2) where we defined
the generators Jµν4 of the 4-vector rep in notes-05.

We also defined

J i =
1

2
ǫijkJ jk, Ki = J0i . (6.12)

In terms of them, we formed

Ai =
1

2
(J i + iKi), Bi =

1

2
(J i − iKi) . (6.13)

The commutators of the As and Bs formed two independent sets of SU(2) Lie algebras.
The representations are therefore (jA, jB), where jA and jB refer to the dimension of each
component.

To form the (1/2, 0) rep, we use

Ai = σi/2, Bi = 0 . (6.14)

In terms of these, we can solve for the matrices J i and Ki in this rep:

J i = Ai +Bi = σi/2 , (6.15)

Ki = −i(Ai −Bi) = −iσi/2 . (6.16)

It follows that

M(ω) = exp

(
− i

2
ωµνJ

µν
(1/2,0)

)
(6.17)

= e−i(θ
a−iβa)σa/2 (6.18)

= e−iα
aσa/2 = M(αa) , (6.19)

where we have defined

θa =
1

2
ǫabcωbc, βa = ω0a . (6.20)

The 2 × 2 matrix M(ω) looks just like a regular SU(2) transformation, but now with a set
of three complex parameters αa = (θa − iβa). The real part of αa corresponds to a rotation
about the a-th spatial axis, and the imaginary part corresponds to a boost in the a-th spatial
direction. Note that specifying Λ, ωµν , or α

a all provide equivalent ways to define a Lorentz
transformation and we will use them interchangeably.

The Lorentz transformation of a (1/2, 0) spinor ψα is therefore

U †(αa)ψα(x)U(α
a) = [M(αa)] βα ψβ(Λ

−1x) , (6.21)

where α, β = 1, 2. The use of Greek indices to label the components of the spinor ψα is
traditional but unfortunate – make sure you don’t confuse them with 4-vector indices.
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Given the form of M(αa), we can build a Lorentz-invariant bilinear operator. Using our
ǫ trick, we have

M t(αa)ǫM(αa) = ǫ . (6.22)

This implies that given any two (1/2, 0) spinors ψ and χ, the combination [χtǫψ] is Lorentz-
invariant. Putting in indices,

[χtǫψ] = χβǫ
βαψα = −(ǫαβχβ)ψα . (6.23)

For this reason, it is standard to define a spinor with a raised index,

χα := ǫαβχβ . (6.24)

In terms of this, the Lorentz-invariant bilinear is written as

χψ := χαψα . (6.25)

We would also like to be able to lower the spinor index. Using ǫǭ = 1, it follows that we can
do this with ǭαβ :

ψα = ǭαβψ
β . (6.26)

The bar on ǭ is usually not written explicitly. Instead, the standard notation has ǫαβ

antisymmetric with ǫ12 = +1, and ǫαβ also antisymmetric with ǫ12 = −1. Thus, ǫαλǫλβ = δαβ.

6.1.3 Building the (0,1/2) and Representation and More

Having constructed the (1/2, 0) representation, the (0, 1/2) rep is really easy. We have

Ai = 0, Bi = σi/2 , (6.27)

which implies

J i = σi/2 (6.28)

Ki = iσi/2 . (6.29)

A general finite element is therefore

M(αa) = e−i(θ
a+iβa)σa/2 (6.30)

= e−i(α
a)∗σa/2 , (6.31)

where θa and βa are related to ωµν in exactly the same way as before.

Given the similarity of this form to the (1/2, 0) rep, we will use a peculiar but ultimately
useful notation for the indices of a (0,1/2) spinor ψ̄(x) (where the bar on the field is part of
its name, not some sort of conjugation operation):

U †(αa)ψ̄(x)U(αa) = [M(αa)]α̇
β̇
ψ̄β̇(Λ−1x) , (6.32)
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where the indices α̇, β̇ = 1, 2. With this transformation law, we can immediately form a
Lorentz-invariant bilinear operator from a pair of (0, 1/2) spinors χ̄ and ψ̄ using our ǫ trick :

χ̄ψ̄ := χ̄α̇ψ̄
α̇ = (ǫα̇β̇χ̄

β̇)ψ̄α̇ , (6.33)

where ǫα̇β̇ corresponds to the matrix ǭ. Similarly, we can raise indices using ǫα̇β̇,

χ̄α̇ = ǫα̇β̇χ̄β̇ . (6.34)

The components of ǫα̇β̇ are equal to those of ǫαβ , and the same for ǫα̇β̇ and ǫαβ .

The notation we are using looks funny, but there is a good reason for it. Consider the
transformation property of the (1/2, 0) spinor ψ with a raised index,

ψα → ǫαλ[M(αa)] βλ ψβ (6.35)

= ǫαλ[M(αa)] βλ ǫβκψ
κ (6.36)

=
[
e+iα

a(σa)t/2
]α
κ
ψκ , (6.37)

where we have arranged the index structure of the last matrix to make it consistent. Com-
paring Eq. (6.37) to the transformation of Eq. (6.31), we see that (ψα)∗ transforms in exactly
the same way under Lorentz as a (0, 1/2) spinor!

Given a (1/2, 0) spinor ψα, we can therefore construct a (0, 1/2) spinor ψ̄α̇ by

ψ̄α̇ := ǫα̇β̇(ψ∗)β̇ , (6.38)

where we have written (ψ∗)β̇ = (ψβ)
∗. Similarly, given a (0, 1/2) spinor χ̄α̇, we can form a

(1/2, 0) spinor through

χα := ǫαβ(χ̄
∗)β . (6.39)

Thanks to these handy relations, we only really ever need to deal with (1/2, 0) spinors.

For our next trick, let us try to connect the (1/2, 1/2) rep with the 4-vector rep. To do
so, let us define the set of four 2× 2 matrices σµ (µ = 0, 1, 2, 3) by

σµαα̇ = (I, ~σ)αα̇ . (6.40)

With this, we can form the object

ψσµχ̄ := ψασµαα̇χ̄
α̇ . (6.41)

Under Lorentz, we have

ψασµαα̇χ̄
α̇ → ǫαλ(M β

λ ψβ)σ
µ
αα̇(M

α̇

β̇ χ̄
β̇) (6.42)

= −ψβ [M tǫσµM ]β
β̇
χ̄β̇ (6.43)
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In the homework you will show that

[M tǫσµM ]β
β̇
= ǫβλΛµνσ

ν
λβ̇
, (6.44)

where Λ is the corresponding 4-vector transformation. It follows that under Lorentz

ψσµχ̄→ Λµν ψσ
νχ̄ , (6.45)

which transforms like a 4-vector. This justifies our notation for the upper index on σµ, and
it also shows how the 4-vector rep emerges from the (1/2, 1/2) rep.

Let us also define

(σ̄µ)α̇α = (I,−~σ)α̇α . (6.46)

Following the same steps as before, one can show that for any (1/2, 0) and (0, 1/2) spinors
ψ and χ̄,

χ̄σ̄νψ := χ̄α̇(σ̄
µ)α̇αψα (6.47)

→ Λµν χ̄σ̄
νψ . (6.48)

Numerically, one also has

(σ̄µ)α̇α = ǫα̇β̇ǫαβσµ
ββ̇
. (6.49)

This relation means that the spinor indices on σ̄µ are consistent with raising and lowering
with our good friend ǫ.

The σµ matrices also satisfy two very useful relations. The first follows from the trace-
lessness of the Pauli matrices, and reads

tr(σ̄µσν) = (σ̄µ)α̇ασναα̇ = 2ηµν . (6.50)

The second relation is

σµαα̇ (σµ)ββ̇ = −2ǫαβ ǫα̇β̇ . (6.51)

6.1.4 Spinor Lagrangians

With all that spinor technology out of the way, we are now able to put together Lorentz-
invariant Lagrangians for spinor fields. In doing so, however, there are two additional
conditions. First, to describe a physical system, the action must be real. Since a spinor
ψ is an inherently complex object, we must therefore have ψ̄ = ǫψ∗ in our theory as well.
Second, when we quantize later on we will find that spinors describe fermions. It turns out
that for the quantum theory to connect in a reasonable way to a classical theory, the spinors
must anticommute with each other (even in the classical theory). In particular,

ψαχβ = −χβψα, ψαχ̄β̇ = −χ̄β̇ψα . (6.52)
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In fancy math language, spinors are said to be Grassmann variables.

For future use, it will be useful to have an explicit convention for the complex conjugation
of multiple classical fields, whether they be bosonic (and commuting) or fermionic (and
anticommuting). For either field type, we define for a single field

A† := A∗ , (6.53)

as well as

(A1A2 . . . An)
∗ := (A1A2 . . . An)

† := A†n . . . A
†
2A
†
1 . (6.54)

Note that we have reversed the order with no additional signs, even for the fermion case.
This convention is useful because it will match smoothly with the operation of Hermitian
conjugation in the quantum theory, where we promote the fields to operators on a Hilbert
space. Note as well that

(χξ)† = (ǫαβχβξα)
† = ǫα̇β̇ ξ̄α̇χ̄β̇ = +ξ̄χ̄ . (6.55)

At the very least, a sensible physical theory requires a kinetic term involving some
spacetime derivatives. It turns out that the right form for a spinor is

L ⊃ 1

2
ψiσµ∂µψ̄ +

1

2
ψ̄iσ̄µ∂µψ (6.56)

= ψ̄iσ̄µ∂µψ = ψiσµ∂µψ̄ (6.57)

where you will verify the reality of the first line and the equalities in the second line in the
homework.

We can also add a bilinear mass term for the spinor. If we only have a single spinor ψ
(and its conjugate ψ̄), the only Lorentz-invariant possibility is

L ⊃ −1

2
mψψ − 1

2
m∗ψ̄ψ̄ . (6.58)

You might worry that these terms both vanish since ψ is anticommuting, but they do not.
Note that

χψ = χαψα = ǫαβχβψα = −ǫαβψαχβ = ǫβαψαχβ = ψβχβ = ψχ , (6.59)

where we see that the anticommutation of the spinors is cancelled by the antisymmetry of ǫ.

6.2 Dirac Fermions

Having spent all that time on two-component (1/2, 0) and (0, 1/2) spinors, we turn next
to study four-component objects in the (1/2, 0)⊕ (0, 1/2) representation. While the rep is
reducible under Lorentz, it is irreducible if we also impose parity which exchanges jA and jB
in (jA, jB). Parity turns out to be a good symmetry of electromagnetism, and therefore we
would like to build it into our fields. This is why we’ll use four-component Dirac fermions
to describe electrons in QED.
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6.2.1 Dirac Spinors

Consider a theory containing two (1/2, 0) spinors ξ and χ together with their conjugates.
We will assume the theory has a global symmetry under the phase transformations

ξ(x) → e−iϕψ(x), χ(x) → eiϕχ(x) . (6.60)

The most general Lagrangian for this theory at bilinear order is

L = ξ̄iσ̄µ∂µξ + χ̄iσ̄µ∂µχ−m(ξχ+ ξ̄χ̄) . (6.61)

The global symmetry allows the mixed χξ quadratic term, but it forbids χχ and ξξ.

When we quantize the theory, we will interpret m as the mass of a particle. However,
since two fields are involved, it is not obvious how to relate the mass term to a specific
particle. Using a four-component spinor containing both two-component spinors allows us
to dodge this issue for the time being. We define the four-component Dirac spinor Ψ by

Ψ =

(
ξα
χ̄α̇

)
. (6.62)

The conjugate of Ψ is thus

Ψ† =
(
ξ̄α̇, χ

α
)
. (6.63)

To go along with Ψ, we also generalize the σµ matrices to the 4× 4 Dirac matrices γµ,

γµ =

(
0 σµ

σ̄µ 0

)
, (6.64)

where each of the matrix elements is itself a 2 × 2 matrix. Finally, let us define the barred
conjugate Ψ̄ to be

Ψ̄ = Ψ†γ0 =
(
χα, ξ̄α̇

)
. (6.65)

Note that here the bar denotes a conjugation operation, and is not part of the name of the
Dirac spinor.

With these definitions in hand, we can rewrite the Lagrangian of Eq. (6.61) in a more
compact form using Ψ. The result is

L = Ψ̄iγµ∂µΨ−mΨ̄Ψ . (6.66)

The mass term looks much nicer now.

6.2.2 Fun with γ Matrices

The γ matrices satisfy all kinds of useful relations that we will make use of when we compute
scattering amplitudes in QED. The most important one is

{γµ, γν} = 2ηµν . (6.67)
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It is easy to verify this relation using the definition of Eq. (6.64) and the properties of
σ matrices. More generally, the γ matrices can be defined in any number of spacetime
dimensions to be the minimal solutions of Eq. (6.67). In four dimensions, all the solutions
can be shown to be equivalent to Eq. (6.64) up to a unitary change of basis for the four-
component space.

Many of the other useful relations involve traces of γ matrices. Recall that the trace of
any matrix M is defined to be

tr(M) =
∑

i

Mii =M11 +M22 + . . . (6.68)

Traces are linear,

tr(aM) = a tr(M) , (6.69)

and they are cyclic,

tr(AB) = tr(BA), tr(ABC) = tr(BCA) = tr(CAB), etc. (6.70)

From the explicit form of Eq. (6.64), we see that

tr(γµ) = 0 . (6.71)

This can be generalized, and it turns out that the trace of any odd number of γµ matrices
vanishes. On the other hand, for even numbers we have

tr(γµγν) = 4ηµν (6.72)

tr(γµγνγργσ) = 4(ηµνηρσ − ηµρηνσ + ηµσηνρ) , (6.73)

which can both be derived using the cyclicity of the trace. An additional useful relation is

pµpνγ
µγν =

1

2
pµpν(γ

µγν + γνγµ) = 2ηµνpµpν = p2 . (6.74)

Finally, we have

γµγµ = ηµνγ
µγν = ηµνηµν = 4 , (6.75)

at least in four spacetime dimensions.

Let us also define the matrix γ5 = γ5 to be

γ5 = iγ0γ1γ2γ3 . (6.76)

This matrix anticommutes with all the γµ,

{γ5, γµ} = 0 , (6.77)

and satisfies

(γ5)2 = 1 . (6.78)
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Using the basis of Eq. (6.64), the explicit form of γ5 is

γ5 =

(
−I 0
0 I

)
. (6.79)

It is also conventional to define the projectors PL and PR to be

PL,R =
1

2
(1∓ γ5) . (6.80)

Applying this to a Dirac spinor, we get

PLΨ = ΨL =

(
ξα
0

)
, PRΨ = ΨR =

(
0
χ̄α̇

)
. (6.81)

Note that

Ψ = ΨL +ΨR , (6.82)

and

Ψ̄iγµ∂µΨ = Ψ̄Liγ
µ∂µΨL + Ψ̄Riγ

µ∂µΨR , (6.83)

as well as

Ψ̄Ψ = Ψ̄LΨR + Ψ̄RΨL . (6.84)

Neither result should be surprising given what you know about two-component spinors.

We will also sometimes evaluate traces involving γ5. Clearly, we have

tr(γ5) = 0 . (6.85)

Since the trace of an odd number of γ matrices vanishes, we also have

tr(γ5 × (odd number of γµs)) = 0 . (6.86)

Cyclicity also implies

tr(γ5γµγν) = 0 . (6.87)

However, the trace with four γ matrices is non-zero,

tr(γ5γµγνγργσ) = −4iǫµνρσ , (6.88)

where ǫµνρσ is completely antisymmetric with ǫ0123 = +1.
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Chapter 7

Classical and Quantum Fermions

With the spinor technology in place, we can get to work building a quantum field theory
with them. We will find that the only consistent way to do so is to have the spinors represent
fermions.

7.1 Classical Fermions

As a warmup, let’s start off by studying the classical equations of motion.

7.1.1 Classical Weyl

The simplest Lagrangian we can have is

L = ψ̄iσ̄µ∂µψ , (7.1)

where ψ(x) transforms in the (1/2, 0) representation of Lorentz. In finding the equations of
motion, we should treat ψ and ψ̄ as independent variables. This gives

δS

δψ̄α̇(x)
= i(σ̄µ)α̇α∂µψα = i(σ̄ · ∂ ψ)α̇ (7.2)

δS

δψα(x)
= −i∂µψ̄α̇(σ̄µ)α̇α = −i(ψ̄ σ̄·

←
∂ )

α . (7.3)

Note that the indices match up nicely. We will suppress them below, but it’s a good exercise
to check that they all work out.

Let us try to find a plane wave solution of the form

ψα(x) = uα(p)e
−ip·x . (7.4)

Putting this into the equations of motion, we find

(σ̄ · p) u(p) = 0 . (7.5)
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Multiplying by (σ · p) and using (σ · p)(σ̄ · p) = p2, we find

p2 = 0 . (7.6)

Thus p0 = ±|~p|, the dispersion relation of a massless particle. Consider the special case of
momentum along the z axis: pµ = kµ = (k, 0, 0, k). We get

0 = (σ̄ · k)u(k) = k

[
I+

(
1 0
0 −1

)](
u1(k)
u2(k)

)
= k

(
2 0
0 0

)(
u1(k)
u2(k)

)
, (7.7)

which implies u1(k) = 0. An explicit solution is therefore ψ(x) = u(k)e−ik·x with k2 = 0 and

u(k) =

(
0
1

)
. (7.8)

This coincides with what we would expect for a massless particle with spin anti-parallel to
the direction of motion, which is said to be left-handed. Repeating these steps for ψ̄ yields

ψ̄α̇ = ūα̇(k)eik·x , (7.9)

with

ū(k) =

(
1
0

)
. (7.10)

This corresponds to what we would expect for a right-handed particle, with spin parallel to
the direction of motion. Note as well that with our choice of normalization,

ūα̇ = ǫα̇β̇(uβ)
∗ . (7.11)

This coincides with the expected relation between ψ and ψ̄. It is straightforward to generalize
this solution to arbitrary p (with p2 = m2).

Recall that in notes-06 we showed that a massless particle with positive energy has a
single helicity state while its antiparticle has the opposite helicity. This agrees with the
classical solutions we’ve found for k0 > 0. The spinor ψ is a two-component complex object,
and it would naively have four real degrees of freedom. However, applying the equations of
motion restricts the components of ψ beyond just the dispersion relation for k0. This yields
two independent solutions that we will identify with a left-handed particle and a right-handed
antiparticle when we quantize.1

We could do much more with the classical Weyl fermion. However, since we are mainly
interested in the electron of QED, which is described by a Dirac fermion consisting of a
pair of Weyl fermions, we will move on to that case. For an exhaustive discussion of Weyl
fermions, see Ref. [17].

1The choice of what we label as particle or antiparticle is arbitrary.
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7.1.2 Classical Dirac

The starting point for the theory of a (classical) Dirac fermion is the Lagrangian

L = Ψ̄iγµ∂µΨ−mΨ̄Ψ . (7.12)

To derive the equations of motion, it will be convenient to define an index structure for these
four-spinors. We will use

Ψ = Ψa, Ψ̄ = Ψ̄a, γµ = (γµ) ba , (7.13)

where a = 1, 2, 3, 4. The equations of motion for Ψ and Ψ̄ are

δS

δΨ̄a(x)
= 0 = (iγµ∂µ −m) b

a Ψb(x) , (7.14)

δS

δΨa(x)
= 0 = Ψ̄a(x)(−iγµ

←
∂µ −m) b

a . (7.15)

The first equation is called the Dirac equation and the second is just its conjugate.

As before, let’s look for plane wave solutions to these equations,

Ψa(x) = a(p) ua(p)e
−ip·x , (7.16)

where a(p) is a Grassmannian normalization factor and ua(p) is a four-component column
vector of regular (non-Grassmann) numbers, and we will restrict p0 > 0. The Dirac equation
then becomes

(γµpµ −m)u(p) = (\p−m)u(p) = 0 . (7.17)

In this expression we have introduced the Feynman slash notation:

\v = γµvµ = γ · v , (7.18)

for any four-vector vµ. Multiplying by (\p+m), we find that

(p2 −m2)u(k) = 0 , (7.19)

which implies p0 = ±
√
~p2 +m2, as one would expect for a particle of mass m. Going back

to Eq. (7.17), we can rewrite the result in matrix form as

0 =

(
−m σ · p
σ̄ · p −m

)(
uL
uR

)
, (7.20)

where we have split u into two two-component pieces. Expanding gives

uR(p) =
σ̄ · p
m

uL(p) , (7.21)
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which relates the components of uL(p) and uR(p) in a non-trivial way. If we plug this into
the second equation, we get

uL(p) =
1

m2
(σ · p)(σ̄ · p)uL(p) =

p2

m2
uL(p) , (7.22)

which does not relate the components any further but forces p2 = m2.

We would like to find a simple basis for these plane wave solutions. It would also be nice
if it were somewhat symmetric between uL and uR. A convenient way to do this turns out
to be [1]

u(p, s) =

( √
σ · p ξ(s)√
σ̄ · p ξ(s)

)
, (7.23)

where the square root of the matrix is defined as a formal power series, and s = 1, 2 label
the two independent basis solutions

ξ(1) =

(
1
0

)
, ξ(2) =

(
0
1

)
. (7.24)

This form looks funny, but it is consistent with Eq. (7.21); just plug Eq. (7.23) into Eq. (7.21)
and use (σ · p)(σ̄ · p) = p2:

σ̄ · p
m

uL(p, s) =
1

m

√
σ̄ · p

√
(σ̄ · p)(σ · p) ξ(s) = √

σ̄ · p ξ(s) = uR(p, s) . (7.25)

Everything works out nicely!

These two solutions have some convenient properties. First, consider them in the rest
frame, p = (m,~0), where they reduce to

u(p, s) =
√
m

(
ξ(s)
ξ(s)

)
, (7.26)

corresponding to spin up or spin down. More generally, in any frame the solutions are
orthogonal,

ū(p, s)u(p, r) = u†(p, s)γ0u(p, r) = 2mδrs . (7.27)

Note that the normalization is Lorentz-invariant (just like Ψ̄Ψ). The completeness of these
solutions implies

2∑

s=1

ua(p, s)ū
b(p, s) = (γ · p+m) b

a . (7.28)

We will use this a lot in our calculations.

There are also two other independent solutions for “negative energy”, with p̃0 = −
√
~p2 +m2.

It can be shown that these are equivalent to solutions with p0 = +
√
~p2 +m2 but with the

sign flipped in the exponential:

Ψa(x) = b∗(p)va(p)e
ip·x , (7.29)
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where p0 > 0 as before. The equations of motion imply

−(γµpµ +m)v(p) = 0 . (7.30)

A pair of independent solutions are

v(p, s) =

( √
σ · p η(s)

−√
σ̄ · p η(s)

)
, (7.31)

with s = 1, 2 and

η(1) =

(
1
0

)
, η(2) =

(
0
1

)
. (7.32)

In the rest frame, this reduces to

v(p, s) =
√
m

(
η(s)

−η(s)

)
. (7.33)

Similarly to before, we also have completeness in the form

2∑

s=1

va(p, s)v̄
b(p, s) = (γ · p−m) ba , (7.34)

and orthogonality

v̄(p, s)v(p, r) = −2mδsr . (7.35)

For future calculations it will be useful to have a list of other spinor products:

ū(p, r)u(p, s) = 2mδrs (7.36)

u†(p, r)u(p, s) = 2p0 δrs (7.37)

v̄(p, s)v(p, r) = −2mδrs (7.38)

v†(p, s)v(p, r) = 2p0 δrs (7.39)

v̄(p, r)u(p, s) = 0 (7.40)

v†(p, s)u(p, r) = −2η†(s)(~p · ~σ)ξ(r) (7.41)

v†(p, r)u(p′, s) = 0, for p′ = (p0,−~p) . (7.42)

These are straightforward to prove by simply multiplying the explicit forms of u(p, s) and
v(p, r). For example,

v̄(p, r)u(p, s) = η†(r)
(√

σ̄ · p√σ · p−√
σ · p√σ̄ · p

)
ξ(s) (7.43)

= (
√
p2 −

√
p2) η†(r)ξ(s) . (7.44)

Pay special attention to the sign flip in Eq. (7.38) (but not Eq. (7.39)).
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With these basis solutions in hand, we can superpose them to get the most general
solution:

Ψ(x) =

2∑

s=1

∫
d̃p
[
a(p, s)u(p, s)e−ip·x + b∗(p, s)v(p, s)eip·x

]
(7.45)

Ψ̄(x) =

2∑

s=1

∫
d̃p
[
a∗(p, s)ū(p, s)eip·x + b(p, s)v̄(p, s)e−ip·x

]
. (7.46)

In this expression, the exponentials carry the spacetime dependence, the factors of u(p, s) and
v(p, s) carry the the four-spinor structure, and the expansion coefficients a(p, s) and b(p, s)
make the right side Grassmanian.2 In all, Ψ(x) is a linear combination of four independent
solutions (for each fixed ~p) even though it would seem to have eight independent real degrees
of freedom. What has happened is that four of these have been eliminated by the algebraic
strucutre of the equations of motion. These remaining four coincide with what we would
expect for a particle of spin s = 1/2 and an antiparticle with the same spin.

7.2 Quantum Fermions

Now we quantize! We will focus on the Dirac case for now.

7.2.1 Hamiltonian

Before quantizing, let us derive the classical Hamiltonian formulation of the theory defined
by the Lagrangian of Eq. (7.12). The canonical momenta conjugate to Ψa(x) and Ψ† a(x) are

Πa(x) =
∂L

∂(∂0Ψa(x))
= (Ψ̄iγ0)a = iΨ† a , (7.47)

Π̄a(x) =
∂L

∂(∂0Ψ† a(x))
= 0 . (7.48)

These look a bit funny, but this is just the result of having a kinetic term that is linear in
derivatives. What they imply is that we only need to worry about the canonical pair Ψ and
iΨ† when we quantize later on.

The Hamiltonian of the theory is therefore

H =

∫
d3 H =

∫
d3x (Πa∂0Ψa − L ) (7.49)

=

∫
d3x

(
−Ψ̄iγk∂kΨ+mΨ̄Ψ

)
, (7.50)

where k = 1, 2, 3 is summed over. This looks funny as well, but it is also fine.

2Note that u and v are not Grassmann numbers, and thus their components commute.
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7.2.2 Hamilton, Dirac, and Fermi Walk into a (h)Bar...

To quantize the theory, we elevate Ψa(x) and Πa(x) to operators on a Hilbert space and
impose equal-time anticommutation relations,

{Ψa(t, ~x),Π
b(t, ~x′)} = iδ b

a δ(3)(~x− ~x′) . (7.51)

We will argue why we should use anticommutators rather than commutators later on. Using
our explicit expression for Πa, Eq. (7.51) is equivalent to

{Ψa(t, ~x),Ψ
† b(t, ~x′)} = δ b

a δ(3)(~x− ~x′) . (7.52)

Let us now define the operators a(p, s) and a†(p, s) (and their conjugates) via [2]

a(p, s) =

∫
d3x eip·xū(p, s)γ0Ψ(x) |t=0 , (7.53)

a†(p, s) =

∫
d3x e−ip·xΨ̄(x)γ0u(p, s) |t=0 , (7.54)

as well as b(p, s) and b†(p, s) by [2]

b(p, s) =

∫
d3x eip·xΨ̄(x)γ0v(p, s) |t=0 , (7.55)

b†(p, s) =

∫
d3x e−ip·xv̄(p, s)γ0Ψ(x) |t=0 . (7.56)

In all these expressions, we have implicitly set p0 = +
√
~p2 +m2. With some work, one can

show that if we were to apply these operations to the right-hand sides of Eqs. (7.45,7.46),
valid for the classical theory, we would indeed extract the a and b mode functions.

With the definitions of Eqs. (7.53,7.54,7.55,7.56), the anticommutation relations of Eq. (7.51)
imply very simple relations for the a’s and b’s :

{a(k, s), a(p, r)} = 0 = {b(k, s), b(p, r)} = {a(k, s), b(†)(p, r)} (7.57)

{a(k, s), a†(p, r)} = (2π)32p0δ(3)(~k − ~p) δrs = {b(k, s), b†(p, r)} (7.58)

These should remind you of the complex scalar theory you encountered in hw-01.

Just like for scalar fields, we will define the vacuum of the theory |0〉 to be the unique
state annihilated by every a(k, s) and every b(k, s) operator,

a(k, s)|0〉 = 0 = b(k, s)|0〉 . (7.59)

All other states can be obtained by applying powers of a†(k, s) and b†(k, s) to the vacuum.
This gives general states of the form

|k1, s1; . . . ; kN , sN : p1, r1; . . . ; pM , rM〉 = (7.60)

a†(k1, s1) . . . a
†(kN , sN)b

†(p1, r1) . . . b
†(pM , rM)|0〉 .
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Unlike for scalars, however, the anticommutation relations imply that

[a†(k, s)]2 = 0 = [b†(p, r)]2 . (7.61)

This means we can only put n = 0 or 1 particles in a given state with momentum p and
spin s. This coincides precisely with the defining property of fermions that no two of them
can occupy the same quantum state. We also see that there are two species of particles,
corresponding to a† and b†. We will interpret them as a particle and an antiparticle.

In terms of the a and b operators, we can invert the relations of Eqs. (7.53,7.54,7.55,7.56)
and solve for Ψ and Ψ̄ at t = 0:

Ψ(0, ~x) =
2∑

s=1

∫
d̃k
[
a(k, s)u(k, s)ei

~k·~x + b†(k, s)v(k, s)e−i
~k·~x
]

(7.62)

Ψ̄(0, ~x) =
2∑

r=1

∫
d̃p
[
a†(p, r)ū(p, r)e−i~p·~x + b(p, r)v̄(p, r)ei~p·~x

]
(7.63)

With these in hand, we can now write the Hamiltonian in terms of the a and b operators.
The calculation is somewhat involved, but the result is

H =

2∑

s=1

∫
d̃k k0

[
a†(k, s)a(k, s)− b(k, s)b†(k, s)

]
(7.64)

=

2∑

s=1

∫
d̃k k0

[
a†(k, s)a(k, s) + b†(k, s)b(k, s)

]
− (constant) . (7.65)

As before, we drop the constant by adding a constant to the Lagrangian to cancel it off. This
result also shows why we needed anticommutators instead of commutators. The relative sign
in Eq. (7.64) is flipped in going to Eq. (7.65) by anticommuting the b’s. If they had been
commutators instead, the minus sign would not have been eliminated. With such a minus
sign, states of the form b†(k, s)|0〉 would contribute negatively to the energy by an amount
−k0. Since this would be physically disastrous – by adding more and more antifermions we
could lower the energy arbitrarily – we need anticommutators instead.

To obtain expressions for the fields at arbitrary times, we implement time evolution with
the Hamiltonian. It is not hard to check that

eiHta(k, s)e−iHt = e−ik
0ta(k, s), eiHtb(k, s)e−iHt = eik

0tb(k, s) . (7.66)

This implies that

Ψ(t, ~x) = eiHtΨ(0, ~x)e−iHt =
2∑

s=1

∫
d̃k
[
a(k, s)u(k, s)e−ik·x + b†(k, s)v(k, s)eik·x

]
(7.67)

Ψ̄(t, ~x) = eiHtΨ̄(0, ~x)e−iHt =
2∑

s=1

∫
d̃k
[
a†(k, s)ū(k, s)eik·x + b(k, s)v̄(k, s)e−ik·x

]
.(7.68)
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It is also clear that the (N+M)-particle states we constructed above are eigenstates of the
Hamiltonian with total energy E = (

∑N
i=1 k

0 +
∑M

j=1 p
0
j ).

The identification of a† as creating a fermion and b† an antifermion can be illuminated
by looking at the U(1) global symmetry of the theory. The Lagrangian of Eq. (7.12) is
symmetric under the transformations

Ψ(x) → e−iqϕΨ(x), Ψ̄(x) → eiqϕΨ̄(x) , (7.69)

for any constant transformation parameter ϕ. The conserved current can be shown to be

jµ = q Ψ̄γµΨ , (7.70)

and the corresponding conserved charge is

Q =

∫
d3x j0 = q

∑

s

∫
d̃k
[
a†(k, s)a(k, s)− b†(k, s)b(k, s)

]
. (7.71)

The total charge Q of a state is therefore just q times the number of fermions minus the
number of antifermions. Thus, each fermion contributes q to the total charge Q and each
antifermion contributes −q. Note that we can also interpret jµ/q = (nΨ,~jΨ), where nΨ is
the number density of fermions minus antifermions and ~jΨ is the spatial number current.

7.2.3 Propagating

For fermions, we modify the definition of time ordering to [1]

T{Ψ(x)
(−)
Ψ(x′)} =





Ψ(x)
(−)
Ψ(x′) ; t > t′

−
(−)
Ψ(x′) Ψ(x) ; t < t′

. (7.72)

The additional minus sign reflects the fermionic nature of Ψ and Ψ̄, and allows for a smooth
limit with t→ t′.

With this definition, we can compute all the two-point functions using the mode expansion
of Eq. (7.67). It is immediately obvious that

〈0|T{Ψa(x)Ψb(x
′)}|0〉 = 0 = 〈0|T{Ψ̄a(x)Ψ̄b(x′)}|0〉 . (7.73)

On the other hand, the mixed two-point function is non-zero. We find

〈0|T{Ψa(x)Ψ̄
b(x′)}|0〉 =

∫
d̃k
[
Θ(t− t′)(\k +m)e−ik(x−x

′) (7.74)

−Θ(t′ − t)(\k −m)eik(x−x
′)
]
. (7.75)

Here, we have k0 =
√
~k2 +m2. We can rewrite it as an expression with k0 ∈ (−∞,∞) using

the same contour integral tricks as the scalar:

〈0|T{Ψa(x)Ψ̄
b(x′)}|0〉 =

∫
d4k

(2π)4
i(\k +m) b

a

k2 −m2 + iǫ
e−ik·(x−x

′) (7.76)

:= [SF (x− x′)] ba , (7.77)
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where SF (x− x′) is called the Feynman propagator.

For future reference, let us take the Fourier transform of the two-point function,

∫
d4x eip·x

∫
d4x′ eip

′·x′ 〈Ψa(x)Ψ̄
b(x′)〉 = (2π)4δ(4)(p+ p′)

i(\p+m) b
a

p2 −m2 + iǫ
(7.78)

= (2π)4δ(4)(p+ p′)
[
S̃F (p)

] b

a
. (7.79)

Note that

(\k −m)(\k +m) = (k2 −m2 + iǫ) . (7.80)

For this reason, S̃F (p) is sometimes written as

[
S̃F (p)

] b

a
=

[
i

\k −m

] b

a

, (7.81)

where this notation is just a shorthand for the fact that the propagator is the inverse (\k−m).

The Feynman propagator also has a nice physical interpretation. For t > t′, the only
contribution comes from 〈0|aa†|0〉. This coincides with a fermion with charge +q propagating
forward in time from x′ to x. On the other hand, the only contribution for t < t′ comes from
〈0|bb†|0〉, corresponding to an antifermion with charge −q propagating forward in time from
x to x′. Both possibilities are described by the amplitude SF (x − x′). Now, for t > t′ this
amplitude contains a time propagation factor of exp(−ip0|t−t′|). However, for t < t′ we have
a factor of exp(+ip0|t−t′|), which seems to have the wrong sign. The insight of Feynman and
Stückelberg was that a fermion travelling forward in time from x′ to x is indistinguishable
from an antifermion travelling backwards in time from x′ to x. In both cases a charge +q
begins at ~x′ and finishes at ~x. This accounts for the opposite sign on the exponential factor
for t < t′.
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Chapter 8

Interacting Fermions

We turn next to study theories with both fermions and interactions.

8.1 Perturbation Theory

As a specific example, we will study the interacting field theory of a real scalar φ and a Dirac
fermion Ψ given by

L = Ψ̄i\∂Ψ−mΨ̄Ψ +
1

2
(∂φ)2 − 1

2
M2φ2 − y φΨ̄Ψ . (8.1)

The last term is evidently the interaction piece, ∆H = ∆V = yφΨ̄Ψ. It is called a Yukawa
interaction (and y is called the Yukawa coupling) after H. Yukawa who first suggested this
form to describe the strong interaction between two nucleons (fermions) and a pion (scalar).

8.1.1 The Master Formula

We already know all the energy eigenstates of the theory in the limit of y → 0. They are just
free particle states containing some number of scalars, fermions, and antifermions, all with
definite momentum (and spin for the fermions). However, as soon as we turn on the coupling,
life becomes much more complicated. Even so, we can still study the interacting theory as
an expansion in the coupling around the free theory. For this, we make two assumptions:

1. There exists a unique vacuum |Ω〉 of the full theory with pµ|Ω〉 = 0.

2. For each field in the Lagrangian, there exists a set of distinct one-particle momentum
eigenstates (possibly with several spin/helicity sub-states). Such states correspond to
isolated poles in the two-point functions of the elementary fields.

Note that these are both assumptions. They turn out to be valid in many theories with
small couplings, but they are also known to be broken in theories with large couplings. Not
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surprisingly, pertubation theory does not work very well at all at strong coupling, and the
physical states might not correspond to fields in the Lagrangian (or even be particle-like).

The first things we will attempt to compute are the n-point functions, the expectation
values of time-ordered products of fields. For this, we use the obvious generalization of the
master formula:

〈Ω|T {O(x, y, z)} |Ω〉 = 〈0|T
{
OI(x, y, z) exp

[
−i
∫
d4w ∆HI(w)

]}
|0〉

〈0|T
{
exp

[
−i
∫
d4w ∆HI(w)

]}
|0〉 , (8.2)

where O(x, y, z) is a shorthand for

O(x, y, z) := φ(x1) . . . φ(xℓ) Ψa1(y1) . . .Ψam(ym) Ψ̄
b1(z1) . . . Ψ̄

bn(zn) . (8.3)

Note that the quantities on the left-hand side of Eq. (8.2) refer to the vacuum and the
Heisenberg-picture fields of the full theory, while the quantities on the right-hand side involve
the vacuum of H0 and the interaction-picture fields. Furthermore, the endpoints of the
time integration within the exponentials should formally be viewed as the limits of w0 →
±∞(1 − iǫ). All these features are identical to the bosonic case, and the derivation goes
through in the same way. The only substantial difference is that the time ordering picks up
an extra minus sign whenever two fermion fields are interchanged.

8.1.2 Wick’s Theorem

We apply the master formula of Eq. (8.2) to compute n-point functions by expanding the
exponenentials to a fixed order in the couplings and evaluating the vacuum expectation
value of the resulting products of fields. A useful result for doing so is Wick’s theorem as
generalized to fermions. The result is (for free fields but also applicable to interaction-picture
fields)

T{O(x, y, z)} = N{O(x, y, z) + all contractions} . (8.4)

This is identical to what we had for the scalar theory, although we must still define what we
mean by a contraction. The correct definitions are:

φ(x)φ(x′) = DF (x− x′) (8.5)

Ψa(x)Ψ̄
b(x′) = [SF (x− x′)]

b
a = − Ψ̄b(x′)Ψa(x) (8.6)

Ψ(x)Ψ(x′) = 0 = Ψ̄(x)Ψ̄(x′) (8.7)

φ(x)Ψ(x′) = 0 = φ(x)Ψ̄(x′) . (8.8)

These contractions reflect the structure of the 2-point functions in the free theory, and should
not be too surprising. The only thing to remember is to add a minus sign for every time you
anticommute a pair of fermionic fields.
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Figure 8.1: Feynman diagram for the φΨΨ̄ 3-point function at leading order.

8.1.3 Feynman Rules

We are now ready to formulate Feynman rules for n-point functions in perturbation theory.
It is obvious from our generalization of Wick’s theorem that the 2-point functions at leading
order are identical to those of the free theory. Beyond this, we must deduce a vertex factor,
and also figure out how to handle multiple fermion lines. As before, we will begin by assigning
a Feynman diagram to each distinct contraction contributing to the n-point function. Once
we’ve seen how this works, we will go in the other direction and spell out how to compute
the contractions using Feynman diagrams alone.

Let us compute the 3-point function φ(x1)Ψa(x2)Ψ̄
b(x3) to leading order in the coupling

y. We have a single, unique contraction:

〈φ1Ψ2 aΨ̄
b
3〉 = 〈0|T{φ1Ψ2 aΨ̄

b
3 (−iy)

∫
d4z φzΨ̄

c
zΨz c}|0〉 (8.9)

= (−iy)
∫
d4z DF (x1 − z) [SF (x2 − z)] ca [SF (z − x3)]

b
c . (8.10)

To do the fermion contractions, Ψ̄b
3 can be moved first all the way to the right, giving a

factor of (−1)2, and then everything can be connected up.

The Feynman diagram that we assign to this result is shown in Fig. 8.1. The dashed
line denotes the scalar propagator factor DF , and the solid lines correspond to the fermion
propagators SF . We have also assigned arrows to the fermion lines to show the direction
of “index flow”, since [SF ]

b
a is a matrix connecting the index a to the index b. With our

choice of conventions, this matches up conveniently with the flow of fermion number. By
following the lines backwards, we automatically pick up the correct Dirac index structure,
with a connecting to c and c connecting to b. Note as well that the internal index c gets
summed over.
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Figure 8.2: Feynman diagram for the connected part of the φφ 2-point function at y2 order.

With an eye on scattering, let us take the Fourier transform of this result,

∫
d4x1 e

−ip1·x1
∫
d4x2 e

ip2·x2
∫
d4x3 e

−ip3·x3 〈φ1Ψ2 aΨ̄
b
3〉

= (−iy) (2π)4δ(4)(p2 − p1 − p3)
i

p21 −M2

[
i(\p2 +m)

p22 −m2

i(\p3 +m)

p23 −m2

] b

a

. (8.11)

You can probably already see how the momentum-space Feynman rules are going to turn
out. As before, the Dirac indices contract by following the fermion lines backwards. Note
that I have also chosen an opposite sign in the exponential for p2 relative to the others. This
choice corresponds to p2 flowing out, while p1 and p3 both flow in. It is convenient in this
case because the momentum flow matches up with the fermion number flow. This doesn’t
always have to be the case.

As a second example, consider the connected y2 corrections to the scalar 2-point function.
These give

〈Ω|T{φ(x1)φ(x2)}|Ω〉

= − (−iy)2
∫
d4z

∫
d4w DF (z − x1)[SF (w − z)] ba [SF (z − w)] ab DF (x2 − w)(8.12)

= − (−iy)2
∫
d4z

∫
d4w DF (z − x1)DF (x2 − w) tr[SF (z − w)SF (w − z)] . (8.13)

The corresponding Feynman diagram is shown in Fig. 8.2. We see that the fermion loop
produces a trace over the Dirac indices. This loop also generates a factor of (−1) from the
fermion rearrangements needed to contract them all. Both features always occur for closed
fermion loops. In momentum space, the result is

∫
d4x1 e

−ip1·x1
∫
d4x2 e

ip2·x2 〈φ1φ2〉 (8.14)

= − (−iy)2
(

i

p21 −M2

)2 ∫
d4q

(2π)4
tr

[
i(\p1 + \q +m)

(p1 + q)2 −m2

i(\q +m)

q2 −m2

]
(2π)4δ(4)(p1 − p2) .

Using the gamma matrix tricks discussed in notes-07, it is straightforward to evaluate the
trace and reduce it to a function of q, p1, and m.
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Based on these results, we define the (ℓ+m+n)-point function (ℓφ fields, mΨ fields, nΨ̄
fields) in momentum space exactly as before:

(2π)4δ(4)

(
∑

i=ℓ,m,n

pi

)
G̃(ℓ+m+n)({p}) =

(
∏

i=ℓ,m,n

∫
d4xie

−ipi·xi

)
G(ℓ+m+n)({x}) , (8.15)

where G(ℓ+m+n)({x}) is the corresponding quantity in position space obtained from the
master formula. While we know how to do this, it can be very tedious. Instead, it is
more efficient to calculate G̃({p}) directly using a set of (momentum space) Feynman rules:

1. Draw an external line for each momentum pi with one free end and one fixed end.
Also, for each fermion line corresponding to Ψa(y), assign the Dirac index a to the
external point and draw an arrow on the line directed at the point. Similarly, for each
line corresponding to Ψ̄b(z) include the Dirac index b at the external point and draw
an arrow on the line directed away from the point.

2. Draw anotherM dots corresponding to the vertices, and assign a Dirac index c to each
one. Each dot should have one scalar line attached to it, one fermion line directed out
of it, and one fermion line directed into it.

3. Assemble all possible Feynman diagrams by connecting up the free ends of lines in
pairs in all possible ways subject to two rules:

a) Scalar lines can only connect to scalar lines.
b) Fermion lines can only be connected if their arrows point in the same direction.

Also, do not include diagrams that are related by permuting the labels of the vertices.
(The M ! such permutations cancel the 1/M ! from expanding the exponential.)

4. Remove all diagrams containing vacuum bubbles and any diagrams with one or more
unconnected free ends.

5. Assign a value to each diagram:

a) Assign a momentum to every line. Each line connected to an external point gets
a four momentum pi directed inwards (away from the point). Having fixed these,
constrain the momenta of all internal lines by imposing four-momentum conservation
at every vertex. This may still leave a few internal momenta undertermined. Call them
qj for now.
b) Each scalar line with momentum p gets a propagator factor of i/(p2 −M2 + iǫ).
Each fermion line with the momentum flowing parallel to the fermion number direction
gets a factor of i(\p+m) ba /(p

2 −m2 + iǫ), where a is the Dirac index at the tip of the
line and b is Dirac index at the tail (as determined by the direction of the arrow on
the line). Also, if the momentum is antiparallel to the fermion number arrow, flip the
sign of the momentum in the propagator p → −p so that the line gets a factor of
i(−\p+m) b

a /(p
2 −m2 + iǫ).

c) Write a factor of −iy for each vertex.
d) Integrate over all undetermined momenta

∫
d4qj/(2π)

4 and sum over all internal
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Figure 8.3: Feynman diagram for the connected part of the ΨΨ̄ΨΨ̄ 4-point function.

Dirac indices c.
e) For each set of external momenta pi connected to each other in some way, multiply
by an overall factor of (2π)4δ(4) (

∑
pi).

f) Multiply the diagram by the symmetry factor and whatever factors of (-1) that were
incurred by moving fermions around in the contractions. In general, a closed fermion
loop always picks up a net factor of (-1), and any two diagrams that differ by the
exchange of fermion legs have a relative sign between them.

The resulting sum of all the diagrams is the order yM contribution to (2π)4δ(4)(
∑
p) G̃(p).

To illustrate these rules in action, let us compute the two diagrams shown in Fig. 8.3,
that occur in the y2 contribution to 〈Ψa1(x1)Ψ̄a2(x2)Ψa3(x3)Ψ̄a4(x4)〉. For the first (on the
left), we get

D1 = (−iy)2 i

(p1 + p2)2 −M2
(2π)4δ(4)

(
4∑

i=1

pi

)
(8.16)

× i(−\p1 +m) c
a1

p21 −m2

i(\p2 +m) a2
c

p22 −m2

i(−\p3 +m) da3
p23 −m2

i(\p4 +m) a4
d

p24 −m2
,

while for the second diagram (on the right) we find

D2 = (−1)(−iy)2 i

(p1 + p4)2 −M2
(2π)4δ(4)

(
4∑

i=1

pi

)
(8.17)

× i(−\p1 +m) c
a1

p21 −m2

i(\p4 +m) a4
c

p24 −m2

i(−\p3 +m) da3
p23 −m2

i(\p2 +m) a2
d

p22 −m2
.

Note the relative minus sign in D2 relative to D1. Again, we see that the general trick to
figuring out the Dirac contraction structure is to simply work backwards along the fermion
lines.
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8.2 Asymptotic States and Scattering

Our next challenge is to convert our Feynman rules for n-point functions into amplitudes for
particle scattering. The procedure for this goes through just like for scalars but with a few
twists. We will not go into the details, but we will present the main results.

8.2.1 Spectral Decomposition

The spectral decomposition for an interacting Dirac fermion is
∫
d4x e−ip·x〈Ψa(x)Ψ̄

b(0)〉 = iZ(\p+m) b
a

p2 −m2 + iǫ
+

∫ ∞

>m2

ds

2π

W b
a (s)

p2 − s+ iǫ
, (8.18)

where the first term comes from our assumption about the existence of a one-particle state
and W b

a is some unspecified function of s in the Dirac space where we dump everything else.
The derivation of this result goes through just like in the scalar case. Note that the location
of the pole p2 = m2 may differ from the mass parameter in the original Lagrangian. The
key thing to take away from this result is that an isolated one-particle state corresponds to
a pole in the complex p0 plane.

8.2.2 LSZ for Fermions

We will apply this result to produce a LSZ formula for external fermion states. To motivate
the formula, it will be instructive to compute a few expectation values in the free theory.
After working in the free theory for a bit, we will come back to the full interacting theory.

Using our definition of states in the free theory, we find the inner product of one-particle
states to be

a〈k, s|p, r〉a = (2π)32p0 δrs δ3(~k − ~p) , (8.19)

where |k, s〉a = a†(k, s)|0〉, and similarly for b-type particles. We also find the free-theory
matrix elements

〈0|Ψc(x)|p, s〉a = uc(p, s)e
−ip·x (8.20)

〈0|Ψ̄d(x)|p, s〉b = v̄d(p, s)e−ip·x (8.21)

b〈p, s|Ψc(x)|0〉 = vc(p, s)e
ip·x (8.22)

a〈p, s|Ψ̄d(x)|0〉 = ūd(p, s)eip·x . (8.23)

The subscripts on the one-particle states refer to whether they are a-type (particles) or b-type
(antiparticles). All the other possible combinations vanish. A handy way to think about
these matrix elements is that we have contracted the field with the one-particle state.

An immediate implication of these matrix elements is that (in the free theory)

a〈p1, r|
[∫

d4z Ψ̄c(z)Ψc(z)

]
|p2, s〉a = (2π)4δ(4)(p1 − p2) ū

c(p1, r)uc(p2, s) + . . . , (8.24)
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where the omitted terms have Ψc(z) and Ψ̄c(z) contracted with each other. Let’s compare
this to the Fourier transform of the connected part of 〈Ψ1aΨ̄

b
2

∫
d4zΨ̄c

zΨzc〉:

FT 〈Ψ1aΨ̄
b
2

∫
d4zΨ̄c

zΨzc〉c =

∫
d4x1 e

ip1·x1
∫
d4x2 e

−ip2·x2〈Ψ1aΨ̄
b
2

∫
d4z Ψ̄c

zΨzc〉 (8.25)

= (2π)4δ(4)(p1 − p2)
i(\p1 +m) c

a

p21 −m2 + iǫ

i(\p2 +m) b
c

p22 −m2 + iǫ
. (8.26)

These are clearly different. However, suppose we multiply Eq. (8.26) by (p21−m2+iǫ)ūa(p1, r)
and (p22 −m2 + iǫ)ub(p2, s), and sum over the a and b indices. Using

(\p+m) c
a =

∑

r′

ua(p, r
′)ūc(p, r′), and ūa(p, r)ua(p, r

′) = 2mδrr
′

, (8.27)

this gives

(−i)2
(2m)2

(p21 −m2 + iǫ)ūa(p1, r) (p
2
2 −m2 + iǫ)ub(p2, s) FT 〈Ψ1aΨ̄

b
2

∫
d4z Ψ̄c

zΨzc〉

= (2π)4δ(4)(p1 − p2) ū
c(p1, r)uc(p2, s) , (8.28)

which is precisely the result of Eq. (8.24). In the free theory, at least, we now see how to
connect the time-ordered products of field operators to particle states. If we had wanted
antiparticle states instead of particle states, we would have instead multiplied by va and v̄b

as the projectors. For multiple initial- or final-state particles, we would have used more field
operators and more projectors.

We can now give the LSZ reduction formula for fermions within the interacting theory.
Instead of writing a big formula, it will be easier to state it as a series of operations.
To compute the connected part of the scattering amplitude with ma fermions and mb

antifermions in the initial state (with initial momenta {ki} and spins {si}) and na fermions
and nb antifermions in the final state (with final momenta {pj} and spins {rj}):

1. Compute the connected part of the time-ordered vacuum expectation value of (ma+nb)
Ψ̄ fields and (mb+na) Ψ fields using the master formula (or any other method you can
think of).

2. Take the Fourier transform with respect to all the spatial coordinates. Use
∫

d4ki
(2π)4

e−iki·xi

for the incoming momenta and
∫ d4pj

(2π)4
e+ipj ·xj for the outgoing momenta.

3. For each external state, multiply by the appropriate projector:

• −i(k2 −m2)
(

1
2m
√
Z

)
uai(ki, si) for each incoming fermion.

• −i(p2 −m2)
(

1
2m
√
Z

)
ūbj (pj, rj) for each outgoing fermion.

• −i(k2 −m2)
(

1
2m
√
Z

)
v̄bi(k, si) for each incoming antifermion.

• −i(p2 −m2)
(

1
2m
√
Z

)
vaj (pj, rj) for each outgoing antifermion.

112



Here, Z refers to the factor appearing in the one-particle portion of the fermion spectral
formula, Eq. (8.18). Also, the Dirac indices on the spinors should match those of the
corresponding fields and be summed over.

4. Take the limits k2i → m2 and p2i → m2.

The final result is the matrix element 〈{pj, rj}|{ki, si}〉c in the interacting theory. Aside from

the factors of
√
Z (which are equal to unity at leading order in the perturbative expansion),

these steps match what we did in the free theory. The new non-trivial physics content is
that contributions from well-separated interacting particles in the initial and final states can
still be identified with the poles in the n-point functions of the interacting theory.

To illustrate this procedure, let us apply it to the matrix element 〈φ(x1)Ψa(x2)Ψ̄
b(x3)〉

we computed previously. Looking at Eq. (8.11), the signs we used in the Fourier transform
correspond to p1 and p3 incoming and p2 outgoing. Given our LSZ formula and the field
content of the matrix element, this is the correct combination for an incoming scalar (p1)
and fermion (p3), and an outgoing fermion (p2). Applying the projectors, we get (to leading
order)

〈p2|p1p3〉c = (−iy) 1

ZΨ

√
Zφ

(2π)4δ(4)(p2 − p1 − p3) ū
c(p2, r2)uc(p3, s3) . (8.29)

Note that ZΨ = Zφ = 1 at this order, but we have written them here for posterity. By
changing signs in the Fourier transforms and using different projectors, we could have also
extracted from this matrix element the amplitudes for incoming and outgoing antifermions,
or a fermion-antifermion pair in the initial or final state.

8.2.3 Feynman Rules for Scattering

While the LSZ formula is important conceptually and gives an algorithm to compute scat-
tering matrix elements, it is much easier to compute them directly with a set of Feynman
rules. These Feynman rules are very similar to those we formulated in momentum space for
n-point functions, but with a different prescription for external legs.

The Feynman rules for our scalar-fermion theory are:

1. Draw all possible connected diagrams at whatever order in the coupling y you are
interested in following the same rules as before. The only difference is in external
fermion legs. For every incoming or outgoing fermion line, the direction of the line
should follow the direction of the momentum flow. However, for every incoming
or outgoing antifermion line, the direction of the line is opposite the direction of
momentum flow. See Fig. 8.4 for an illustration. We do not distinguish between
fermions and antifermions in internal lines, but the directions of the fermion lines
should always match up.

2. Assign a value to every diagram:
a) For all the internal pieces, everything goes through as before.
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Figure 8.4: Feynman rules for the scalar-fermion theory.

b) For the external legs, follow the prescription given in Fig. 8.4.
c) To get the Dirac index structure right, go backwards along each fermion line and
contract the Dirac indices along the way. All these indices should be contracted in the
final result.
d) Multiply by 1

√
ZΨ for every external fermion and 1/

√
Zφ for every external scalar.

e) Figure out the relative sign of the diagram by looking at the contraction structure.
This turns out to be (-1) for every internal fermion loop and an additional relative sign
for any two diagrams that differ by the exchange of fermion legs.

The result of all this is the scattering amplitude −iM with the fixed incoming momenta and
spins {(ki, si)} and the outgoing momenta and spins {(pj, rj)}.
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Chapter 9

Quantum Electrodynamics

Quantum Electrodynamics (QED), finally.

9.1 QED Lite

To get warmed up, let us first do some real calculations in the scalar fermion theory we
studied previously,

L = Ψ̄iγµ∂µΨ−mΨ̄Ψ +
1

2
(∂φ)2 − 1

2
M2φ2 − yφΨ̄Ψ . (9.1)

We will see that this theory is analagous to QED, with Ψ representing the electron and the
scalar playing a similar role to the photon.

e.g. 1. Decay of the Scalar

The easiest physical process to calculate in this theory is the decay of the scalar to a
fermion-antifermion pair, which is allowed by the interaction of Eq. (9.1) provided
M > 2m. The relevant Feynman diagram (with time going from left to right) is shown in
Fig. 9.1. Applying the Feynman rules, we get the amplitude for p0 → (p1, s1) + (p2, s2)

−iM = −iy ūc(p2, s2)vc(p1, s1) . (9.2)

The quantity we are usually interested in is the total decay width, where we sum over the
partial decay widths to all possible final momenta and spins. Summing over spins is also
the appropriate thing to do if our detector is unable to measure the spin of the outgoing
fermions. Using our formula for the decay rate, we find

Γ =
1

2M

∫
d3p1

2E1(2π)3

∫
d3p2

2E2(2π)3
(2π)4δ(4)(p0 − p1 − p2) “|M|2′′ , (9.3)

where

“|M|2′′ =
2∑

s1=1

2∑

s2=1

|M|2 . (9.4)
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Figure 9.1: Feynman diagram for the decay of the scalar.

Having to sum over spins might seem tedious, but it will actually make our lives easier.1

Our first task, however, is to take the complex conjugate of M. We have

M∗/y = [ū2v1]
∗ = [u†2γ

0v1]
† = v†1(γ

0)†u2 = v̄1u2 . (9.5)

where we have used (γ0)† = γ0 and we have written this in matrix notation. Putting this
into the spin sum and writing the Dirac indices explicitly,

1

y2

∑

s1,s2

|M|2 =
∑

s1,s2

v̄a1u2aū
b
2v1b (9.6)

=
∑

s2

u2aū
b
2

∑

s1

v1bv̄
a
1 (9.7)

= (\p2 +m) b
a (\p1 −m) a

b (9.8)

= tr [(\p2 +m)(\p1 −m)] (9.9)

= 4(p1 · p2)− 4m2 . (9.10)

In going to the second line we just rearranged the spinors, and in going to the third line we
used have used

∑
s u(p, s)ū(p, s) = (\p+m) and

∑
s v(p, s)v̄(p, s) = (\p−m). The Dirac

index structure of the third line is precisely a trace, which is how we got the fourth line.
And for the fifth line, we have used our Dirac trace tricks. This result is representative of
what happens in general when we sum over spins – the Dirac structure reduces to one or
more traces in the Dirac space. With this “summed and squared” amplitude “|M|2′′, it is
just a matter of doing some integrals to get the total decay rate Γ.

e.g. 2. Fermion-Fermion Scattering
As a second example, consider the elastic scattering of a pair of fermions mediated by the
scalar. At leading non-trivial order, there are two distinct contributions to this process,

1 To find the decay rate to specific final spin states, just plug in the explicit forms of the ū and v spinors.
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shown in Fig. 9.2. Each diagram gives its own contribution to the amplitude, and we must
sum them all up. The result is

−iM = −iMt − iMu (9.11)

= (−iy)2
[

i

(p1 − p3)2 −M2
ūa3ua1 ū

b
4ub2 −

i

(p1 − p4)2 −M2
ūa4ua1 ū

b
3ub2

]
,

where ua1 stands for ua(p1, s1) and so on. The relative minus sign comes from the
contraction structure, much like in the related example discussed in notes-08. Note that
the two diagrams differ by the exchange of the fermions 3 and 4.

When we square the amplitude to get |M|2 there will be interference between the two
contributions leading to four distinct terms. This can get cumbersome, but we can use the
same methods as before to evaluate them. Putting this result into our formula for
scattering cross sections, we can find the total (or differential) scattering cross section for a
given values of the initial spins s1 and s2 the final spins s3 and s4. However, most
scattering experiments are unpolarized, in that they do not have fixed values for the spins
of the initial states. If this is the case, we should average the cross section over the spins of
the initial states. Furthermore, if the experiment does not measure the spins of the final
states, we should also sum the cross section over final spins. The expression for the total
unpolarized cross section in this case is therefore given by the same expression we had
previously for the total cross section, but with

|M|2 → “|M|2′′ = 1

4

∑

s1,s2

∑

s3,s4

|M|2 , (9.12)

where the factor of 1/4 comes from averaging over the 4 = 2× 2 possible initial spins.

To illustrate this, let’s compute a few of the terms that arise. We have

|M|2 = |Mt|2 +MtM∗
u +M∗

tMu + |Mu|2 . (9.13)

The first term gives

(t−M2)2

y4
×
∑

s,s′

|Mt|2 =
∑

{s}
(ūa3u1aū

b
1u3b)(ū

c
4u2cū

d
2u4d) (9.14)

= tr [(\p3 +m)(\p1 +m)] tr [(\p4 +m)(\p2 +m)] (9.15)

= 16
[
(p1 · p3) +m2

] [
(p2 · p4) +m2

]
. (9.16)

The second term is a bit trickier. Here, it really helps to write out the Dirac indices:

(t−M2)(u−M2)

y4
×
∑

{s}
MtM∗

u = −
∑

{s}
(ūa3u1a ū

b
4u2b)(ū

c
1u4c ū

d
2u3d) (9.17)

= −(\p1 +m) c
a (\p4 +m) b

c (\p2 +m) db (\p3 +m) a
d(9.18)

= −tr [(\p1 +m)(\p4 +m)(\p2 +m)(\p3 +m)] (9.19)

It is straightforward to compute this trace using our trace tricks and I will leave it to you.
You should now also be able to compute the other two terms that contribute to the
summed and squared amplitude.
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Figure 9.2: Feynman diagram for the elastic scattering of fermions.

9.2 QED

After this warmup, let us now present the Lagrangian for QED. It is

L = Ψ̄iγµDµΨ−mΨ̄Ψ− 1

4
FµνF

µν , (9.20)

where

Dµ = ∂µ + ieQAµ , (9.21)

and

Fµν = ∂µAν − ∂νAµ . (9.22)

That’s it! We identify the fermion Ψ with the electron and the vector field Aµ with
the photon.2 Indeed, the vector term coincides with the Lagrangian we had for classical
electromagnetism in the absence of sources.

Our convention is to set Q = −1 and to take the coupling e to be the magnitude of the
electron charge. In our natural units it is dimensionless. The experimentally measured value
is

α :=
e2

4π
≃ 1/(137.036) . (9.23)

We will see that our pertubative expansion in the coupling corresponds to an expansion in
α. Since α≪ 1, this expansion should converge very quickly.

9.2.1 Gauge Invariance

The QED Lagrangian has a global U(1) symmetry under the transformations
{

Ψ → e−iQαΨ
Aµ → Aµ

, (9.24)

2We will add other fermions later on.
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for any constant α. The corresponding Noether current is

jµ = −Ψ̄γµΨ . (9.25)

On the other hand, suppose we’re feeling adventurous and decide to elevate the trans-
formation parameter to a function on spacetime: α = α(x). Doing so, we find that the
transformation above is no longer a symmetry of the Lagrangian. In particular,

Ψ̄iγµ∂µΨ → Ψ̄iγµ∂µΨ+ Ψ̄iγµ(−iQ∂µα)Ψ . (9.26)

Evidently the transformation of Eq. (9.24) is not a symmetry of the theory for non-constant
parameters α(x).

We can restore the invariance of the fermion terms if we also have the vector field
transform according to:

{
Ψ → e−iQαΨ
Aµ → Aµ +

1
e
∂µα .

(9.27)

Together, this implies that

(∂µ + ieQAµ)Ψ ≡ DµΨ → e−iQαDµΨ , (9.28)

and therefore ΨiγµDµΨ is invariant under the transformation for arbitrary α(x) provided the
vector field also transforms as indicated. The differential operator Dµ is sometimes called a
covariant derivative. Even better, if we look at the effect of this shift on the photon kinetic
term, we find that it remains unchanged as well:

Fµν = (∂µAν − ∂νAµ) → (∂µAν − ∂νAµ)−
1

e
(∂µ∂ν − ∂ν∂µ)α = Fµν + 0 . (9.29)

Thus, QED is invariant under the transformations of Eq. (9.27) for any reasonable arbitrary
function α(x).

At first glance this invariance might just seem like a clever trick, but the river beneath
these still waters runs deep. Thinking back to regular electromagnetism (of which QED
is just the quantized version), one often deals with scalar and vector potentials. These
potentials are not unique and are therefore not observable (for the most part), and the true
“physical” quantities are the electric and magnetic fields. The invariance of the Lagrangian
reflects this fact. These transformations are called gauge transformations, and the photon
derived from Aµ is sometimes said to be a gauge boson.

Keeping in mind the story from electromagnetism, the interpretation of the quantum
fields in QED is that only those quantities that are invariant under the transfor-

mations of Eq. (9.27) are physically observable. In particular, the vector field Aµ
that represents the photon is not itself an observable quantity, but the gauge-invariant field
strength Fµν is. Put another way, the field variables we are using are redundant, and the
transformations of Eq.(9.27) represent an equivalence relation: any two set of fields (Ψ, Aµ)
related by such a transformation represent the same physical configuration. Sometimes
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the invariance under Eq. (9.27) is called a local or gauge symmetry, but it is not really a
symmetry at all. A true symmetry implies that different physical configurations have the
same properties. Gauge invariance is instead a statement about which configurations are
physically observable.

Gauge invariance is also sensible if we consider the independent polarization states of the
photon, of which there are two. The vector field Aµ represents the photon, but it clearly
has four independent components. Of these, the timelike polarization component is already
non-dynamical on account of the form of the vector kinetic term. Invariance under gauge
transformations effectively removes the additional longitudinal polarization leaving behind
only the two physical transverse polarization states. Note as well that if the photon had
a mass term, L ⊃ m2AµA

µ/2, the theory would no longer be gauge invariant. Instead,
the longitudinal polarization mode would enter as physical degree of freedom. Equivalently,
gauge invariance forces the photon to be massless.

In the discussion above we started with the QED Lagrangian and showed that it was
gauge-invariant. However, the modern view is to take gauge invariance as the fundamental
principle. Indeed, the only way we know of to write a consistent, renormalizable theory of
interacting vector fields is to have an underlying gauge symmetry. For QED, we could have
started with a local U(1) gauge invariance for a charged fermion field and built up the rest
of the Lagrangian based on this requirement. In this context, the vector field is needed to
allow us to define a sensible derivative operator on the fermion field, which involves taking a
difference of two fields at different spacetime points with apparently different transformation
properties, and corresponds to something called a connection.3 Gauge invariance completely
fixes the photon-fermion interactions up to the overall charge Q, illustrating why it is so
powerful.

9.2.2 Feynman Rules

It turns out that quantizing the vector field Aµ using the tools we’ve developed is a bit tricky
on account of the gauge redundancy. We will come back to this a bit later. For now, we will
simply present the result of the quantization procedure in the form of Feynman rules for the
photon and the electron. This is all that is needed to compute scattering processes.

The photon field Aµ has a mode expansion similar to that of the fermion in that every
momentum mode has a polarization associated to it. In this case, we need two (possibly
complex) polarization basis vectors ǫµ(p, λ), λ = 1, 2. These states are orthogonal,

ǫµ(p, λ)ǫ∗µ(p, λ
′) = −δλλ′ , (9.30)

and they satisfy a truncated completeness relation,

∑

λ

ǫµ(p, λ)ǫν ∗(p, λ) = −ηµν + (pµ stuff) . (9.31)

3 See Ch. 15 of Peskin&Schroeder for a nice explanation of these slightly cryptic comments.
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Figure 9.3: Feynman rules for QED.

We will see shortly that the pµ stuff can be ignored. In terms of these polarization basis
vectors, the mode expansion is

Aµ(x) =

∫
d̃k
∑

λ

[
a(k, λ)ǫµ(k, λ)e−ik·x + a†(k, λ)ǫµ ∗(k, λ)eik·x

]
, (9.32)

where k0 =
√
~k2.

Much like for external fermion states, an outgoing external photon will contribute a factor
of ǫ∗µ(p, λ) to the amplitude, and an incoming photon will give ǫµ(p, λ). Also like for fermions,
the photon propagator takes the form

∑
λ ǫ

µ(p, λ)ǫν ∗(p, λ)

p2 + iǫ
=

i

p2 + iǫ
(−ηµν + pµ stuff) . (9.33)

Again, we will see that the pµ stuff can be ignored.

Having made these introductions, we can now state the Feynman rules for QED. They
are identical to those we had for QED Lite, but with photons instead of scalars. This leads
to three essential differences that we summarize in Fig. 9.3. The first is that the photon-
fermion-antifermion vertex is

Vertex = −iQeγµ . (9.34)
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Figure 9.4: Diagrams for Bhabha scattering at leading order.

The second is that we use a photon propagator (dropping the pµ stuff) instead of the scalar
propagator. And third, external photon lines contribute polarization vectors ǫ(∗)(p, λ) to the
value of the diagram. At the end of the day, all vector indices should be contracted.

9.3 Computing Stuff

Knowing how to compute things in QED is the first step to doing research in particle physics.
These skills also transfer over to many other areas of physics. We present here a few specific
examples of standard QED processes.

e.g. 3. Electron-Positron (Bhabha) Scattering

The antiparticle of the electron, the antielectron, is sometimes also called the positron. At
leading order, there are two diagrams for this process shown in Fig. 9.4. The amplitude is
therefore

−iM = −i(Mt +Ms) (9.35)

= (−ieQ)2
[
(ū3γ

µu1) (v̄2γ
νv4)

−iηµν
(p1 − p3)2 + iǫ

− (v̄2γ
µu1) (ū3γ

νv4)
−iηµν

(p1 + p2)2 + iǫ

]
.

The relative sign between the two pieces requires a slightly careful examination of the
contraction structure. It is straightforward to square this and sum over spins.

e.g. 4. Compton Scattering

Compton scattering corresponds to electron-photon scattering, eγ → eγ. There are two
diagrams at leading order, shown in Fig. 9.5. They are equal to

−iM = −i(Ms +Mu) (9.36)

= (−ieQ)2
[
ū3γ

µ i(\q +m)

q2 −m2
γνu1 + ū3γ

ν i(\k +m)

k2 −m2
γµu1

]
ǫ∗µ(p4) ǫν(p2) ,
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Figure 9.5: Diagrams for Compton scattering at leading order.

where q = (p1 + p2) and k = (p1 − p4). Note the specific contraction of indices and that we
made sure to use the same momentum label for the distinguishable outgoing particles.

To illustrate how to deal with external photons, let us look at the summed and squared
amplitude. In many experiments, we only measure the total rate and not the specific
polarizations of the outgoing photons (or the fermion spins). Furthermore, the initial
beams often have no net polarization. In this case, we should average over initial
polarizations and spins and sum over final ones. The summed and squared matrix element
that goes into the formula for the total unpolarized cross section is therefore

“|M|2′′ = 1

2

1

2

∑

s1,s3

∑

λ2λ4

|M(s1, s3, λ2, λ4)|2 , (9.37)

where we have divided by the number of intial spins (2) and initial polarizations (2). The
s-channel contribution is

“|Ms|2′′ ∝
∑

s1,s3

[ū3γ
µ(\q +m)γνu1] [ū1γ

β(\q +m)γαu3]
∑

λ2,λ4

(ǫ∗µ4ǫα4) (ǫν2ǫ
∗
β2) (9.38)

= tr[(\p3 +m)γµ(\q +m)γν(\p1 +m)γβ(\q +m)γα] (−ηµα)(−ηνβ) . (9.39)

This is pretty complicated, but it can be simplified with lots of work or by using clever
tricks. A useful one is \p u(p) = mu(p). The t-channel piece goes through similarly.
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Chapter 10

Quantizing the Photon

Our remaining task is to justify the photon propagator and external state sums we presented
in the Feynman rules for QED. In doing so, we will also gain some intuition about how gauge
invariance manifests itself within Feynman diagrams.

10.1 Classical Vector Fields

The classical Lagrangian of electromagnetism (in the absence of sources) is

L = −1

4
FµνF

µν , (10.1)

where

Fµν = ∂µAν − ∂νAµ . (10.2)

Under Lorentz transformations, the vector field Aµ transforms as

Aµ(x) = ΛµνA
ν(Λ−1x) , (10.3)

corresponding to the 4-vector representation.

Everything looks good so far, but a puzzle arises when we try to quantize the theory.
We know that the photon has two independent polarization states, corresponding to the two
possible helicities of a massless particle. However, the vector field Aµ has four components,
and it would seem that the theory should have four particle states. The solution to this
puzzle will turn out to be gauge invariance.

10.1.1 Degrees of Freedom: Massive Vector

Before tackling the photon, let us begin with the slightly easier case of a massive vector field
Zµ. Even though this field would seem to have four degrees of freedom, we can use it to
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build a quantum theory of a massive particle with spin s = 1, with three degrees of freedom.
To see how, note that under the rotation subgroup of Lorentz a general 4-vector decomposes
into states with s = 0 and s = 1. The s = 0 piece corresponds to the subset of Zµ fields that
can be written as Zµ = ∂µφ for some scalar φ. To project these configurations out to isolate
the s = 1 part, it turns out to be sufficient to apply the constraint ∂µZ

µ = 0.

To see how this works, let us try using a Lagrangian for Zµ that is a simple generalization
of electromagnetism,

L = −1

4
ZµνZ

µν +
1

2
m2ZµZ

µ (10.4)

=
1

2
Zµ(ηµν∂

2 − ∂µ∂ν)Z
ν +

1

2
m2ZµZ

µ , (10.5)

where Zµν = ∂µZν − ∂νZµ, and we have integrated by parts in the second line and dropped
the total derivative that will vanish when inserted into the action. The only new thing here
relative to electromagnetism is the mass term.

The equations of motion implied by this Lagrangian are

0 = (ηµν∂
2 − ∂µ∂ν)Z

ν +m2Zµ (10.6)

Applying ∂µ to this result, we find the condition

m2∂µZ
µ = 0 . (10.7)

Thus, the only way to have a non-trivial solution is for the condition ∂µZ
µ = 0 to be satisfied.

This is also consistent with the absence of a s = 0 mode. Consider what happens in this
Lagrangian when Zµ = ∂µφ. The kinetic term gives

Zµν → ∂µ(∂νφ)− ∂ν(∂µφ) = 0 . (10.8)

In the mass term, we find

m2ZµZ
µ → m2∂µφ ∂

µφ→ −m2φ ∂2φ . (10.9)

This vanishes as well if we impose the constraint

0 = ∂µZ
µ → ∂µ(∂

µφ) . (10.10)

Thus, the funny kinetic term plus the constraint imply that the action does not depend at
all on the s = 0 part of Zµ.

It is also possible to couple the massive vector to other stuff without reintroducing a
dependence on the s = 0 part. If we were to write an interaction for Zµ that is linear in the
field, it would have to take the form

L ⊃ Zµj
µ , (10.11)

for some four-vector operator jµ. Putting Zµ = ∂µφ into Eq. (10.11), we find

L ⊃ ∂µφ j
µ = −φ (∂µjµ) , (10.12)
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up to a total derivative. This implies that the action will not depend on the s = 0 component
of Zµ if and only if the operator jµ is a conserved current, ∂µj

µ = 0.

With the constraint, the equations of motion for the free massive vector become

0 = (∂2 +m2)Zµ − ∂µ(∂νZ
ν) , (10.13)

which is just a Klein-Gordon equation for each of the components. A general solution is

Zµ =

3∑

λ=1

∫
d̃k
[
a(k, λ)ǫµ(k, λ)e

−ik·x + a∗(k, λ)ǫ∗µ(k, λ)e
ik·x] , (10.14)

where the polarization 4-vectors ǫµ must satisfy

kµǫµ(k, λ) = 0 . (10.15)

This condition comes from the ∂µZ
µ = 0 constraint. Three of them are needed to make up

a basis of 4-vectors subject to the one constraint. For kµ = (Ek, 0, 0, k), a convenient choice
for them is

ǫµ(1) = (0, 1, 0, 0), ǫµ(2) = (0, 0, 1, 0), ǫµ(3) =

(
k

m
, 0, 0,

Ek
m

)
. (10.16)

The first two are called transverse polarizations, while the third is said to be longitudinal.

10.1.2 Degrees of Freedom: Massless Vector

We turn next to the free photon. The Lagrangian can be rewritten as

L = −1

4
FµνF

µν =
1

2
Aµ(ηµν∂

2 − ∂µ∂ν)A
ν , (10.17)

where we have again dropped a total derivative. To relate this to a massless particle with
two helicity states is more difficult than the massive case, and is not just a matter of taking
the mass to zero.

The key new feature of the massless vector Lagrangian of Eq. (10.17) is the invariance
under gauge transformations

Aµ → Aµ +
1

e
∂µα , (10.18)

for any smooth function α. As discussed in notes-09, there is also a new physical interpre-
tation of the theory to go along with this invariance. Specially, field configurations related
by a gauge transformation are understood to be physically equivalent. In the language that
is typically used in classical electromagnetism, the physical quantities are the electric and
magnetic fields, not the scalar and vector potentials, Aµ = (φ, ~A).
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The equations of motion implied by Eq. (10.17) are

0 = ∂2A0 − ∂0(∂0A
0 + ∂iA

i) = − ~∇2A0 − ∂0(~∇ · ~A) (10.19)

0 = −∂2Ai − ∂i(∂0A
0 + ∂jA

j) , (10.20)

where we have written the time and space components separately. Note that Eq. (10.19) is
just a Poisson equation for A0. It implies that we can solve for A0 in terms of the spatial
components [18],

A0(~x) =
1

4π

∫
d3x′

~∇ · (∂ ~A/∂t)
|~x− ~x′| . (10.21)

This looks promising for the quantum theory, since it looks like we will be able to remove
A0 as a dynamical variable.

To actually solve the equations of motion for Aµ, it helps enormously to choose a specific
gauge. A popular example is the Coulomb gauge,

~∇ · ~A = 0 . (10.22)

In this case, we get A0 = 0 together with ∂2 ~A = ~0. The general solution is

Ai(x) =
∑

λ=1,2

∫
d̃k
[
a(~k, λ)ǫi(~k, λ)e−ik·x + a∗(~k, λ)ǫi ∗(~k, λ)eik·x

]
, (10.23)

with k0 =
√
~k2. Applying the Coulomb gauge condition, we must have ~k·~ǫ = 0. A convenient

choice of basis 3-vectors for ~k = (0, 0, k) are the linear polarizations

ǫi(1) = (1, 0, 0), ǫi(2) = (0, 1, 0) . (10.24)

A second popular choice are the right- and left-handed circular polarizations

ǫi(1) =
1√
2
(1, i, 0), ǫi(2) =

1√
2
(1,−i, 0) . (10.25)

In this gauge, we can interpret ~A as a vector wave propagating at the speed of light with
two independent polarizations. The downside of the Coulomb gauge is that it obscures the
underlying Lorentz invariance of the theory.

A second gauge choice is the Lorentz-invariant Lorenz gauge,1

∂µA
µ = 0 . (10.26)

A convenient way to impose this condition on the classical theory is to use a Lagrange
multiplier ξ. This means we modify the Lagrangian to

L = −1

4
FµνF

µν − 1

2ξ
(∂µA

µ)2 , (10.27)

1Often called Lorentz gauge, because the corresponding condition is Lorentz invariant. Poor Lorenz.
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while treating the Aµ fields as being unconstrained but also promoting ξ to a variable of the
system. Without having to worry about the constraint, it is easy to derive the equations of
motion for Aµ,

[
−ηµν∂2 + (1− 1/ξ)∂µ∂ν

]
Aν = 0 . (10.28)

However, we also have to include the equation of motion for ξ, which yields ∂µA
µ = 0 and

reproduces the constraint.

10.2 Quantizing the Vector

We turn next to quantizing the massless vector. This will turn out to be fairly complicated,
with a number of subtleties due to gauge invariance and the related fact that we have more
field variables than physical states. We will also work specifically within the Lorenz gauge
as in Refs. [18, 19]. See Srednicki [2] for a discussion of photon quantization in the Coulomb
gauge.

10.2.1 Hamiltonian Formulation

As usual, the first step is to find the classical Hamiltonian. For now, we will not worry about
the gauge choice ∂µA

µ = 0, and just work with Eq. (10.27) as the defining Lagrangian. We
will also fix ξ = 1. This isn’t necessary, but it greatly simplifies the algebra.

The conjugate momenta to the Aµ are

Πµ =
∂L

∂(∂0Aµ)
= −F0µ . (10.29)

The Hamiltonian is therefore

H =

∫
d3x [Πµ∂0A

µ − L ] (10.30)

=

∫
d3x

(
1

2

[
(πi)2 + (~∇Ai)2

]
− 1

2

[
(π0)2 + (~∇A0)2

])
(10.31)

The negative sign in the A0 piece looks strange, but let’s keep on trucking.

10.2.2 Going Quantum

The next step is to elevate the field variables and their conjugate momenta to operators on
a Hilbert space. The equal-time commutation relations are

[Aµ(t, ~x), Πν(t, ~x
′)] = i δµν δ

(3)(~x− ~x′) , (10.32)

[Aµ(t, ~x), Aν(t, ~x′)] = 0 = [Πµ(t, ~x),Πν(t, ~x
′)] . (10.33)
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Note that each of the components of Aµ is treated as an independent variable.

Following the same procedure as for the scalar, we can rewrite the vector field in terms
of mode operators,

Aµ(x) =

∫
d̃k

3∑

λ=0

[
a(k, λ)ǫµ(k, λ)e−ik·x + a†(k, λ)ǫµ ∗(k, λ)eik·x

]
, (10.34)

where k0 = |~k|, and the four ǫµ(k, λ) form a basis of four vectors. It is convenient (and
always possible) to choose these 4-vectors such that 2

k · ǫ(k, 1) = k · ǫ(k, 2) = 0 (10.35)

k · ǫ(k, 0) = −k · ǫ(k, 3) (10.36)

ǫµ(k, λ)ǫµ(k, λ
′) = ηλλ

′

(10.37)

With this choice, the commutation relations of the mode operators implied by the ETCRs
are

[ak,λ, a
†
p,λ′] = −ηλλ′(2π)3 2k0 δ(3)(~k − ~p) (10.38)

[ak,λ, ap,λ′] = 0 = [a†k,λ, a
†
p,λ′] (10.39)

In terms of these modes operators, the Hamiltonian is given by

H =

∫
d̃k k0

∑

λλ′

(−ηλλ′)a†k,λak,λ′ (10.40)

=

∫
d̃k k0

[
3∑

λ=1

a†k,λak,λ − a†k,0ak,0

]
. (10.41)

To build the Hilbert space, we assume there exists a vacuum state |0〉 such that

ak,λ|0〉 = 0 . (10.42)

All other states in the space can be built by applying powers of a†k,λ to |0〉. We interpret
these states as free photons with four-momentum kµ and polarization λ.

10.2.3 Problems with this Quantum Theory

As it stands, the quantum theory we’ve just developed has a number of puzzling features.
We collect here a list of the worst of them. In the next subsection, we will present a way to
fix them.

i) One-Particle States
2For example, if kµ = (k, 0, 0, k), ǫ(0) = (1, 0, 0, 0), ǫ(1) = (0, 1, 0, 0), ǫ(2) = (0, 0, 1, 0), ǫ(3) = (0, 0, 0, 1).
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This theory has four one-particle states, corresponding to |k, λ〉 = a†k,λ|0〉 for λ = 0, 1, 2, 3.
However, we know that a real photon has only two independent polarizations. This isn’t too
surprising because we haven’t used gauge invariance yet.

ii) Commutators

The commutator of Eq. (10.38) looks just like what we would expect for independent scalar
fields for λ = 1, 2, 3, but it has the opposite sign for λ = λ′ = 0.

iii) Inner Products

Consider the inner product of a pair of one-particle states,

〈k, λ|p, λ′〉 = −ηλλ′(2π)3 2k0 δ(3)(~k − ~p) . (10.43)

Again, this is fine for λ = 1, 2, 3, but it is negative for λ = λ′ = 0. The inner product
therefore fails to be positive definite. This same problem can arise for multi-particle states
as well.

iv) Energies

The Hamiltonian of Eq. (10.41) seems to have the wrong sign for the a†k,0ak,0 term. Applying
it to the one-particle state |p, λ = 0〉, one finds

H|p, 0〉 = −p0|p, 0〉 , (10.44)

so the eigenvalue is negative. However, the expectation value of the Hamiltonian for this
state is positive due to the negative inner product of the state with itself,

〈p, 0|H|p, 0〉 = −p0〈p, 0|p, 0〉 = +p0|〈p, 0|p, 0〉| . (10.45)

v) Lorentz Gauge

Things look bad, but we will see that gauge invariance saves things. However, implementing
gauge is a little bit tricky. For example, just forcing the Lorenz gauge condition ∂µA

µ = 0
is not consistent with the ETCRs. Explicitly,

[∂µA
µ(t, ~x), Aν(t, ~x′)] = iην0δ(3)(~x− ~x′) 6= 0 . (10.46)

10.2.4 Imposing the Gauge Condition

Recall that we started off with the free QED Lagrangian, added the gauge fixing term
−(∂µA

µ)/2ξ to it as in Eq. (10.27), and then set ξ = 1 (rather than treating it as a genuine
Lagrange multiplier). With this modified Lagrangian, we derived the conjugate momenta
and the classical Hamiltonian, and we applied the usual canonical quantization procedure
to it. The resulting quantum theory seems to have many undesirable properties.
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The way to fix up the theory to describe physical photons is to find a way to impose
the gauge condition ∂µA

µ = 0. Just imposing this condition as an operator equation is
too strong, because it conflicts with the ETCRs. Instead, we will only demand that this
condition hold in a weakened form when acting on a subset of states in the Hilbert that we
will identify with physical configurations of the system. This method is sometimes called
the Gupta-Bleuler method after the two people who came up with it.

The key insight of Gupta and Bleuler is that only a subset of the states in the Hilbert
should be identified with physical particle excitations. Given a state |ψ〉, the “physicality”
condition is

∂µA
µ
−|ψ〉 = 0 , (10.47)

where

Aµ−(x) =
4∑

λ=0

∫
d̃k ak,λǫ

µ(k, λ)e−ik·x . (10.48)

Note that Aµ = Aµ− + Aµ+ with Aµ+ = (Aµ−)
†. Applying the derivative to this expansion and

using the properties of the polarization 4-vectors, Eq. (10.47) implies that

Lk|ψ〉 := (ak,0 − ak,3)|ψ〉 = 0 . (10.49)

Taking the conjugate, we also have 〈0|L†k = 0.

The G-B condition is trivially satisfied by the vacuum |0〉. Going to 1-particle states,
|k, 1〉 and |k, 2〉 are both physical excitations, but |k, 0〉 and |k, 3〉 individually are not.
The standard terminology is that the λ = 1, 2 are called the transverse modes, λ = 3 is
longitudinal, and λ = 0 is timelike. More generally, we have for any physical state |ψ〉

〈ψ|a†k,3ak,3|ψ〉 = 〈ψ|a†k,0ak,0|ψ〉 , (10.50)

as well as

〈ψ|H|ψ〉 =
2∑

λ=1

∫
d̃k k0a†k,λak,λ . (10.51)

Thus, only the transverse modes contribute to the (non-negative) energy of a physical state.

Things are looking up, but there is still the question of how to interpret the longitudinal
and timelike polarizations. While neither |k, 0〉 nor |k, 3〉 are physical, there is a particular
linear combination of them that is,

L†k|0〉 = |k, 0〉 − |k, 3〉 . (10.52)

The physicality of this state follows from [Lk, L
†
k] = 0. This state also has HL†k|0〉 = 0.

We interpret this state as being physically equivalent to the vacuum |0〉 (up to a possible
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normalization factor). More generally, it can be shown that any physical state can be written
in the form [19]

|ψ〉 = G|ψT 〉 , (10.53)

where |ψT 〉 contains only transverse photons (with the same transverse content at |ψ〉) and
the operator G consists exclusively of sums and products of L†k operators.3 Furthermore,
one can also show that [19]

〈ψ|Aµ(x)|ψ〉 = 〈ψT |Aµ(x)|ψT 〉+ 〈ψT |∂µα(x)|ψT 〉 , (10.54)

for some scalar function α. Thus, we also interpret |ψ〉 and the corresponding |ψT 〉 states as
being physically equivalent, and related by a gauge transformation.

10.2.5 Propagation

To derive Feynman rules, we will need to generalize Wick’s theorem to include photon
field contractions. As before, the contraction is equal to the time-ordered 2-point function.
Applying the mode expansion of Aµ(x) and the completeness relations for the polarization
4-vectors, the result is

〈0|T{Aµ(x)Aν(x′)}|0〉 =
∫

d4k

(2π)4
−iηµν
k2 + iǫ

e−ik·(x−x
′) . (10.55)

We call this the photon propagator.

Two comments about this result are in order. First, all four polarizations contribute to
it, which should not be too surprising given that the operator AµAν is not gauge-invariant.
Second, this result corresponds to the specific choice of ξ = 1 for the gauge fixing parameter.
Going through the same procedure for an arbitrary value of ξ, the propagator turns out to
be

〈0|T{Aµ(x)Aν(x′)}|0〉 =
∫

d4k

(2π)4
i

k2 + iǫ

[
−ηµν + (1− ξ)

kµkν

k2

]
e−ik·(x−x

′) . (10.56)

Our choice of ξ = 1 is sometimes called Feynman gauge. Other useful values are ξ = 0
(Landau gauge) and ξ = 3 (Yennie gauge). We will see shortly that ξ should not appear in
any physical observable.

10.3 Interacting Photons

Let us turn next to QED, with its fermion interactions,

L = −1

4
FµνF

µν + Ψ̄iγµDµΨ−mΨ̄Ψ (10.57)

= (free theory)− Aµ
(
eQ Ψ̄γµΨ

)
. (10.58)

3More precisely, G = 1 +
∫
d̃k1A1(k1)L

†
k1

+
∫
d̃k1
∫
d̃k2A2(k1, k2)L

†
k1
L
†
k2

+ . . .
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From this, we see that the only coupling in QED connects the vector field to jµ = QΨ̄γµΨ,
the conserved Noether current corresponding to the symmetry of the theory under global
rephasing. This has an important implication for scattering matrix elements computed in
the theory.

Consider a general QED scattering matrix element with an external photon of momentum
k. Given our Feynman rules, the matrix element will have the form (for an incoming photon)

M = ǫµ(k, λ) Mµ(k) , (10.59)

for some quantity Mµ. Since Aµ always connects with a jµ in a vertex, we have Mµ(k) [1]

Mµ(k) ∼ LSZ

∫
d4x e−ik·x〈jµ(x)O〉 , (10.60)

where O is whatever operator that is needed to make up the rest of the amplitude. This
implies that

kµMµ(k) = i

∫
d4x (∂µe

−ik·x) 〈jµ(x)O〉 (10.61)

= −i
∫
d4x e−ik·x〈∂µjµ(x)O〉 (10.62)

= 0 , (10.63)

where we have integrated by parts to get the second line. This result, kµMµ(k) is called the
Ward identity. It is on account of the Ward identity that we can ignore any pµ terms in the
photon polarization sums, so that

∑
λ ǫ

µ(p, λ)ǫν∗(p, λ) → −ηµν .
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Chapter 11

Path Integral Quantization

In formulating quantum theories based on classical field theories, we have used the so-
called canonical quantization procedure, where we elevated the classical Poisson brackets
to (anti-)commutators between operators on a Hilbert space. It turns out there exists a
second, equivalent way to formulate quantum theories called the path integral method. In
some cases, and for theories with gauge invariance in particular, path integrals are much
more convenient than canonical quantization. Understanding the path integral method also
provides new insights on what we have already done.

You may or may not have encountered path integrals in your previous quantum mechanics
courses. If not, don’t worry since we will present everything you need to know here. Also,
don’t worry too much about mathematical exactitude. We don’t really know how to define
path integrals in a fully rigourous way. Nevertheless, they are extremely useful and they
give a very nice intuitive picture of quantum mechanics. My favourite treatment of path
integrals is Appendix A of Ref. [20], and much of these notes follows this text.1

11.1 Path Integrals for Scalar Fields

Let’s begin with the easiest case, namely the scalar field φ(x). We will begin by defining
path integrals as general mathematical objects. Next, we will show how they can be used to
formulate a quantum theory of scalar fields.

11.1.1 Introduction to Path Integrals

Recall from notes-02 that we defined the functional derivative with respect to a scalar field
φ(x) according to

δf(φ(x))

δφ(x′)
=
∂f

∂φ
δ(4)(x− x′) . (11.1)

1You don’t need to know any string theory to understand the appendix.
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This is just a continuous generalization of ∂µf(x) = δ ν
µ (∂f/∂xν). Functional (or path)

integrals will turn out to be an analogous generalization of regular integrals.

Let us first define the functional integral of the field φ(t, ~x) at the fixed time ti. For this,
we divide space into a lattice of points {~xj} labelled by j = 1, . . .M . The functional integral
at time ti is then defined to be

∫
[D ′φi] ∼ lim

M→∞

M∏

j=1

[∫ ∞

−∞
dφ(ti, ~xj)

]
, (11.2)

where the squiggle means equality up to an overall factor. The functional integral is therefore
just the product of integrals over the field values at each point in space. As you can imagine,
taking the continuum limit M → ∞ is highly non-trivial, and not even necessarily well-
defined.

To define the full path integral, let us take the time interval [t′, t′′] and subdivide it into
(N+1) pieces. Take t′ = t0 and t′′ = tN+1, with ti as the i-th intermediate time slice. The
full path integral with fixed endpoints φ(t′, ~x) = φ′(~x) and φ(t′′, ~x) = φ′′(~x) is then

∫
[Dφ]φ

′′

φ′ ∼ lim
N→∞

N∏

i=1

∫
[D ′φi] . (11.3)

Note that the endpoints are fixed, and do not get integrated over. In many cases we will
take t′ → −∞, t′′ → ∞, and force φ′, φ′′ → 0. We will write the resulting path integral in
this case as simply

∫
[Dφ]. It is equivalent to the more symmetric expression

∫
[Dφ] ∼

∏

x

[∫ ∞

−∞
dφ(t, ~x)

]
. (11.4)

You should think of this as a sum over all possible spacetime configurations of the field φ.
The product over points in spacetime x = (t, ~x) can also be viewed as the product over a
lattice of points xi = (ti, ~xi) in the limit that the lattice spacing is taken to zero.

The bad new about path integrals is that this definition is rather less than precise.
However, the good news is that we only ever do a small number of different types of integrals.
The first, and easiest, is

∫
[Dφ] δ[φ− φ′]S[φ] = S[φ′] , (11.5)

where S[φ] is any functional of the fields and φ′ is a specific function (i.e. a specific field
configuration). The delta functional can also be written as a path integral, just like we have
for the usual delta function. To derive it, note first that the delta functional is the product
of delta functions at each point in spacetime, since both are zero unless the argument is the
zero function:

δ[φ] ∼
∏

x

δ(φx) , (11.6)
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where φx = φ(x) is the value of the field at point x (and not a function of x). We also have

δ(φx) =

∫
dωx
2π

eiωxφx . (11.7)

It follows that

δ[φ] ∼
∏

x

(∫
dωx e

iωxφx

)
(11.8)

∼
(
∏

x

∫
dωx

)
exp(i

∑

x

ωxφx) (11.9)

∼
∫
[Dω] exp

[
i

∫
d4xω(x)φ(x)

]
. (11.10)

The second kind of integral we will encounter is the Gaussian. Recall that

∫ ∞

−∞
dx e−αx

2

=

√
π

α
. (11.11)

The path integral Gaussian is just a multi-dimensional generalization of this. To compute it,
recall that the set of all functions on spacetime is an infinite-dimensional vector space with
an inner product given by

f · g =
∫
d4x f(x)g(x) . (11.12)

An element of the space is just a function f , and f(x) is the x-th component of the function.2

The typical integrand of a functional Gaussian integral is

exp [−φ · (∆φ)] = exp

[
−
∫
d4x φ(x)∆φ(x)

]
, (11.13)

where ∆ is a differential operator with only even powers of ∂2. Since we assume that φ
vanishes at the boundary, this operator is Hermitian with respect to the inner product. It
follows that we can expand any function φ in terms of a set of basis functions {fA} such that

∆ fA = λAfA , (11.14)

and
∫
d4x fAfB = δAB . (11.15)

Expanding φ in terms of these basis functions gives

φ(x) =
∑

A

φA fA(x) , (11.16)

2You’ve seen this in QM: if |ψ〉 is a state, ψ(x) = 〈x|ψ〉 is the x-th component in the position basis.
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where φA is the A-th expansion coefficient. The Gaussian integrand then becomes

exp [−φ · (∆φ)] = exp

[
−
∑

A

λAφ
2
A

]
=
∏

A

e−λAφ
2

A . (11.17)

Since any field configuration can be specified completely by the expansion coefficients φA,
integrating over them is equivalent to doing the path integral. Thus, we have

∫
[Dφ] ∼

∏

A

[∫ ∞

−∞
dφA

]
. (11.18)

Putting these pieces together, we see that

∫
[Dφ] e−φ·(∆φ) ∼

∏

A

[∫
dφA e

−λAφ2A
]

(11.19)

∼
∏

A

(
π

λA

)1/2

(11.20)

∼ (det∆)−1/2 . (11.21)

Note that defining the determinant of an operator to be the product of its eigenvalues
coincides with what we would find for a finite-dimensional diagonalizable matrix.

11.1.2 Path Integral Quantization of the Free Scalar

In notes-02, we discussed eigenstates of the Schrödinger-picture field operator at the fixed
reference time t = 0, φ̂(~x) = φ̂(0, ~x):3

φ̂(~x)|φ′〉 = φ′(~x)|φ′〉 . (11.22)

On the left-hand side we have the field operator (denoted by the hat), while on the right-
hand side we have the specific classical field function that is its eigenvalue on the state |phi′〉.
In the Heisenberg picture, we have

φ̂(x) = φ̂(t, ~x) = eiHtφ̂(0, ~x)e−iHt . (11.23)

In this picture, we can also form comoving eigenstates defined by

|φ′(t)〉 = eiHt|φ′〉 . (11.24)

These obviously satisfy

φ̂(t, ~x)|φ′(t)〉 = φ′(~x)|φ′(t)〉 . (11.25)

Comoving eigenstates evolve oppositely to physical states in the Schrödinger picture.

3In these notes, we will use a hat to denote a quantum operator.
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The key result of path integral quantization is [20]4

〈φ′′(t′′)|T{φ̂(x1) . . . φ̂(xn)}|φ′(t′)〉 =
∫

[Dφ]φ
′′

φ′ exp

[
i

∫ t′′

t′
dt L(φ, φ̇)

]
φ(x1) . . . φ(xn) ,(11.26)

where t′ < t1, . . . , tn < t′′. This is a very deep relation. On the left side is a quantum
mechanical matrix element of an operator. On the right, we just have a complicated sum
over classical field configurations weighted by the action!

For scattering calculations, we only need to find the expectation values of operators in
the vacuum state |Ω〉 of the theory. Similarly to what we did in notes-03, we can project
it out by taking the limit of t→ ±∞ in a slightly imaginary direction. For example,

lim
t→−∞(1−iǫ)

|φ′(t)〉 = lim
t→−∞(1−iǫ)

eiHt
′

(
∑

λ

|λ〉〈λ|
)
|φ′〉 (11.27)

= lim
t→−∞(1−iǫ)

[
|Ω〉〈Ω|φ′〉+

∑

λ6=Ω

eiEλt|λ〉〈λ|φ′〉
]

(11.28)

= (〈Ω|φ′〉) |Ω〉 (11.29)

Instead of tilting t, we can instead add a small perturbation to the energy to make it slightly
imaginary. A convenient way to do this in a field theory is to make the mass slightly
imaginary, since the corresponding φ2 operator is positive definite,

−L ⊃ m2φ2 → (m2 − iǫ)φ2 , (11.30)

with ǫ > 0. This induces

H (m2 − iǫ) → H (m2) +
∂H

∂m2
(−iǫ) = H (m2)− iǫ′ , (11.31)

with ǫ′ > 0 since ∂H /∂m2 > 0 in any sensible theory. This gives

Eλ → Eλ − iǫ′ , (11.32)

which projects out the vacuum when inserted in Eq. (11.28).

After applying this projection, we obtain a master formula for path integrals:

〈Ω|T{φ̂(x1) . . . φ̂(xn)}|Ω〉 =
∫

[Dφ] eiS
′[φ] φ(x1) . . . φ(xn)

/∫
[Dφ] eiS

′[φ] , (11.33)

where the S ′ is the action with a slightly imaginary mass, and we have normalized the
right-hand side so that 〈1〉 = 1. This formula should remind you of a statistical mechanical
partition function, with eiS

′

instead of e−H/T as the exponential weight.

4See Refs. [20, 3, 1, 2] for proofs.
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To study operator expectation values, let us define the generating functional Z[J ] by

Z[J ] =

∫
[Dφ] exp(iS[φ] + iJ ·φ) =

∫
[Dφ] exp

[
i

∫
d4x (L + Jφ)

]
, (11.34)

where J(x) is an unspecified function and J · φ =
∫
d4x J(x)φ(x) as before. The function

J(x) is often called the source. Suppose we take the functional integral of Z[J ] with respect
to J(x). This has the effect of adding a power of iφ(x) to the integrand:

δZ[J ]

δJ(x)
=

∫
[Dφ]

δ

δJ(x)
ei(S[φ]+J ·φ) (11.35)

=

∫
[Dφ]

[∫
d4y iφ(y) δ(4)(y − x)

]
ei(S[φ]+J ·φ) (11.36)

=

∫
[Dφ] iφ(x) ei(S[φ]+J ·φ) (11.37)

Taking more derivatives would add more powers of φ to the integrand. We can use this to
rewrite our master formula, Eq. (11.33), as

〈Ω|T{φ̂(x1) . . . φ̂(xn)}|Ω〉 = (−i)n δ

δJ(x1)
. . .

δ

δJ(xn)
Z[J ]

∣∣∣∣
J=0

/
Z[0] . (11.38)

Setting J → 0 after taking the derivatives gets rid of the J · φ in the exponential, and
normalizing by 1/Z[0] ensures that 〈1〉 = 1.

So far, all our results are completely general and apply to both free and interacting scalar
theories. Let us now apply them specifically to the free scalar theory,

L =
1

2
(∂φ)2 − 1

2
(m2 − iǫ)φ2 . (11.39)

after integrating by parts, this gives

S[φ] =
1

2

∫
d4x φ(−∂2 −m2 + iǫ)φ (11.40)

:=
1

2
φ·(∆φ) , (11.41)

with ∆ = (−∂2−m2+ iǫ). When inserted into the path integral, this will just be a Gaussian.

We can evaluate the generating functional for the free theory by completing the square
and computing the Gaussian path integral. For this, note that

∆ DF (x) = (−∂2 −m2 + iǫ)

∫
d4p

(2π)4
i

p2 −m2 + iǫ
e−ip·x (11.42)

= iδ(4)(x) . (11.43)

We can therefore think of −iDF = ∆−1. With this result in hand, we can complete the
square by making the change of variable

φ(x) = φ′(x)−
∫
d4y (−i)DF (x− y)J(y) := φ′(x)− (∆−1J)(x) . (11.44)
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In the exponential of Z[J ], this gives

S[φ] + J ·φ =
1

2
(φ′ −∆−1J) · [∆(φ′ −∆−1J)] + J ·(φ′ −∆−1J) (11.45)

=
1

2
φ′ ·(∆φ′)− 1

2
J · (∆−1J) (11.46)

=
1

2

∫
d4xφ′∆φ′ +

i

2

∫
d4x

∫
d4y J(x)DF (x− y)J(y) . (11.47)

In going from the first to the second line we have implicitly integrated by parts to move the
∆ operator around. The integrand in terms of φ′ is now a Gaussian. Since the change of
variables was just a shift by a constant, the path integral measure is also unchanged,

[Dφ] = [Dφ′] . (11.48)

It follows that the free-theory generating functional is equal to

Z[J ] ∼ (det∆)−1/2 exp

[
−1

2

∫
d4x

∫
d4y J(x)DF (x− y)J(y)

]
. (11.49)

Note that the iǫ factor inserted to project out the ground state leads to the Feynman
propagator in this expression. It also ensures the convergence of the Gaussian integral.

We can now use Eq. (11.38) to compute n-point functions in the free theory. The 2-point
functions comes out to be

(−i)2 δ2

δJ(x) δJ(y)

(
e−

1

2
J ·DF ·J

)∣∣∣∣
J=0

= (−1)2DF (x− y) , (11.50)

which is precisely what we found previously. We also see that the propagator is just the
inverse of the quadratic operator in the Lagrangian. Repeating with more derivatives, we
reproduce all the n-point functions of the theory (and Wick’s theorem) in a very trivial way.
In this case, the contraction of two fields corresponds to the corresponding derivatives hitting
the same term in the expansion of the exponential.

11.2 Path Integrals for Fermions

We can also quantize fermion fields using path integrals. For this, we need to define
regular derivatives and integrals of Grassmann numbers. From here, it is straightforward to
generalize to fermionic path integrals, and then to quantization.

11.2.1 Grassman Integrals, Regular and Path

Suppose we have a single Grassmann number η. Since η2 = 0, the most general real function
of η is

f(η) = a+ bη , (11.51)
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for some real coefficients a and b. We define the derivative by

d

dη
1 = 0,

d

dη
η = 1 , (11.52)

so that

d

dη
f(η) = b . (11.53)

For integrals, we define

∫
dη 1 = 0,

∫
dη η = 1 . (11.54)

It is best to think of
∫
dη as an operator on functions of η rather than an integral in the

usual sense. This definition implies that

∫
dη

df(η)

dη
= 0 . (11.55)

When there are multiple Grassmann numbers, we treat the integral and the derivative as
operators acting from the left, and put everything together by anticommuting. For example,
given η and χ we have

d

dη
χ = 0,

d

dη
(χη) = − d

dη
(ηχ) = −χ . (11.56)

Integrals work in the same way.

Having warmed up with regular derivatives and integrals, let’s generalize them to their
functional counterparts. We have

δΨa(x)

δΨb(y)
= δ b

a δ
(4)(x− y) . (11.57)

For the functional integral, we take

∫
[DΨ] ∼

∏

x

[∫
dΨ1(x)

∫
dΨ2(x)

∫
dΨ3(x)

∫
dΨ4(x)

]
. (11.58)

In other words, do the Grassmann integral over each component of Ψ at every point in
spacetime and multiply together all the results. Note that Ψa(x) should be treated as
independent Grassmann variables in that Ψa(x)Ψb(x

′) is non-zero unless a = b and x = x′.

Evaluating fermionic functional integrals is even easier than for bosons. The case of most
interest to us will the be the Gaussian,

∫
[DΨDΨ̄] exp

[
−
∫
d4x Ψ̄∆Ψ

]
, (11.59)
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where ∆ is a Hermitian differential operator. As before, let us expand Ψ and Ψ̄ in orthonor-
mal eigenfunctions of the operator ∆:

Ψ(x) =
∑

A

ψAgA(x), Ψ̄(x) =
∑

B

ψ̄BhB(x) , (11.60)

where gA and hA are bosonic functions and ψA and ψ̄B are Grassmannian expansion coeffi-
cients. For the eigenfunctions, we have

∆ gA = λAgA ∆hB = λBhB , (11.61)

as well as
∫
d4xhB(x)gA(x) = δAB . (11.62)

Putting this into the integrand, we find

exp
[
Ψ̄ · (∆Ψ)

]
= exp

[
−
∑

A

ψ̄AλAψA

]
=
∏

A

e−ψ̄AλAψA . (11.63)

The path integral measure becomes
∫
[DΨDΨ̄] ∼

∏

A

[∫
dψA

∫
dψ̄A

]
. (11.64)

The Gaussian integral is therefore equal to
∫
[DΨDΨ̄] e−Ψ̄·(∆Ψ) ∼

∏

A

[∫
dψA

∫
dψ̄A e

−ψ̄AλAψA
]

(11.65)

∼
∏

A

[∫
dψA

∫
dψ̄A (1− λAψ̄AψA)

]
(11.66)

∼
∏

A

(−λA) (11.67)

∼ det(∆) . (11.68)

Note that the determinant has a positive power rather than a negative one. This is charac-
teristic of fermions. The factor of +1 relative to 1/2 comes from the fact that two different
fields are now involved.

11.2.2 Path Integral Quantization

With these tools in hand, we can now turn to physics. The master formula for a Dirac
fermion is

〈Ω|T{Ψ̂a1(x1) . . .
ˆ̄Ψbn(xn)}|Ω〉 =

∫
[DΨDΨ̄] eiS

′

Ψa1(x1) . . . Ψ̄
bn(xn)

/ ∫
[DΨDΨ̄] eiS

′

,(11.69)
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where S ′ = S[Ψ, Ψ̄] + iǫΨ̄Ψ. When there are multiple types of fields, we should integrate
over each one of them in the path integral.

To compute n-point functions, it is again convenient to define a generating functional,
this time with a source for each independent field. For a theory of Dirac fermions,

Z[η, η̄] =

∫
[DΨDΨ̄] exp

[
iS[Ψ, Ψ̄] + iη̄ ·Ψ+ iΨ̄ · η

]
. (11.70)

We now have

δZ

δη̄a(x)
=

∫
[DΨDΨ̄] (iΨa(x)) e

iS[Ψ,Ψ̄]+iη̄·Ψ+iΨ̄·η , (11.71)

δZ

δηb(x)
=

∫
[DΨDΨ̄] (−iΨ̄b(x)) eiS[Ψ,Ψ̄]+iη̄·Ψ+iΨ̄·η . (11.72)

Note the extra minus sign from anticommuting the fermionic functional derivative. Taking
multiple derivatives and setting η = η̄ = 0, we get

〈Ω|T{Ψa1(x1) . . . Ψ̄
bn(xn)}|Ω〉 =

1

Z[0, 0]

(
−i δ

δη̄a1(x1)

)
. . .

(
+i

δ

δηbn(xn)

)
Z[η, η̄]

∣∣∣∣
η=η̄=0

(11.73)

Let’s now specialize to the free theory of a Dirac fermion, with action

S[Ψ, Ψ̄] =

∫
d4x Ψ̄(iγ · ∂ −m+ iǫ)Ψ := Ψ̄ · (∆Ψ) . (11.74)

As before, we can complete the square in the generating functional and do the resulting
Gaussian integral. The appropriate changes of variables in this case are

Ψ(x) = Ψ′(x)−
∫
d4y (−i)SF (x− y)η(y) (11.75)

Ψ̄(x) = Ψ̄′(x)−
∫
d4y (−i)η̄(y)SF (y − x) . (11.76)

Using the fact that

∆[SF (x)]
b
a = iδ b

a δ
(4)(x) , (11.77)

we obtain

Z[η, η̄] ∼ det(∆) exp

[
−
∫
d4x

∫
d4y η̄(x)SF (x− y)η(y)

]
. (11.78)

As for the scalar, it is not hard to check that this formula reproduces all the n-point functions
(and Wick’s theorem) of the free Dirac theory.

11.3 Quantizing the Photon

Path integrals turn out to be very convenient for quantizing gauge theories. We will show
how this works for the case of the free photon field.
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11.3.1 Two Puzzles

The goal is to apply our path integral formalism to the free photon, with Lagrangian

L = −1

4
FµνF

µν = −1

2
Aµ(−ηµν∂2 + ∂µ∂ν)A

ν , (11.79)

where we have integrated by parts to get the second equality. Given this Lagrangian, we can
construct an action and formulate a master formula for n-point functions in analogy with
Eq. (11.33). The direct generalization is

〈Ω|T{Âµ1(x1) . . . Âµn(xn)}|Ω〉 ?
=

∫
[DAµ]Aµ1(x1) . . . A

µn(xn)e
iS′[A]

/∫
[DAµ] eiS

′[A] ,(11.80)

where
∫
[DAµ] =

∫
[DA0] . . .

∫
[DA3] . (11.81)

It turns out that this direct generalization is not quite correct.

There are two immediate problems with Eq. (11.80). The first is that it involves an
integration over many physically equivalent field configurations. In fact, given a configuration
Aµ(x), there are infinitely many other configurations that give the same physics, namely

A
′

µ(x) = Aµ(x) +
1

e
∂µα(x) , (11.82)

for any function α(x). The integration in Eq. (11.80) therefore involves a huge (infinite!)
overcounting.

The second problem with the attempt of Eq. (11.80) has to do with the propagator.
Recall that for both the scalar and the fermion, we wrote the free theory as φ(∗) · (∆φ) for
some Hermitian operator ∆. In the present case, we can do the same but with

∆ → ∆µν = ηµν∂
2 − ∂µ∂ν . (11.83)

If we were to follow our previous procedure and add a source and complete the square, we
would obtain an operator contaning the inverse of ∆µν . Unfortunately, this inverse is not
well-defined because ∆µν has many zero eigenvalues. For example,

∆µν(∂
να) = 0 , (11.84)

for any function α. Connecting with the first problem, we see that these zero eigenvalues
correspond to field configurations that are gauge-equivalent to the zero configuration.

11.3.2 Gauge Fixing (Faddeev-Popov)

Both problems with the direct generalization of the path integral formula for scalars (and
fermions) can be solved by taking into account the physics of gauge invariance. The idea
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will be to find a way to factor out the gauge redundancy and integrate over only physically
distinct field configurations. It will turn out that this procedure also produces an invertible
propagator factor.

As a first step, let us assume we can find a gauge fixing condition on the field Aµ that
removes the gauge redundancy [21],

F (Aµ) = 0 , (11.85)

where the condition is to be applied at all spacetime points x. We will use the specific choice
F (Aµ) = ∂µA

µ here, but the procedure presented here can be applied to other conditions.
In general, a field configuration Ãµ(x) will not satisfy the gauge fixing condition. However,
in this Lorentz-gauge case there always exists a gauge-equivalent configuration Aµ for which
the condition is satisfied, Aµ = Ãµ+∂µ/e. The gauge function α can be obtained by solving
the equation

∂2α = e(∂µA
µ) . (11.86)

In this way, the gauge fixing condition fixes the gauge function α(x), up to transformations
with ∂2α = 0. A good gauge fixing condition is one that always has a solution, with that
solution completely fixing the gauge.

Given the field configuration Aµ, let us denote the gauge-transformed version by

Aµα(x) = Aµ(x) +
1

e
∂µα(x) (11.87)

Next, let us also define the functional ∆FP [A] by

1 = ∆FP [A
µ]

∫
[Dα] δ[F (Aµα)] . (11.88)

As long as the gauge condition has a solution, the delta functional will give a non-zero result
for any configuration Aµ. The functional ∆FP [A] is then just the inverse of the number left
over. A key property of ∆FP [A] is that it is gauge invariant, ∆FP [A

µ
α′ ] = ∆FP [A

µ] for any
gauge transformation function α′(x). To see this, just plug the transformed result into the
transformation and use the fact that successive transformations by α′ and α are equivalent
to a single transformation by α′′ = (α + α′). Explicitly,

∆−1FP [A
µ
α′ ] =

∫
[Dα] δ[F (Aµα′+α)] (11.89)

=

∫
[Dα′′] δ[F (Aµα′′)] (11.90)

= ∆−1FP [A
µ] . (11.91)

In the second line we have used [Dα′′] = [Dα], since the two differ only by a shift by a fixed
function α′(x).
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Let’s take this result and plug it into the näıve path integral expression we attempted to
use in Eq. (11.80),

∫
[DAµ]O(Aµ) eiS

′[Aµ] =

∫
[DAµ]

(
∆FP [A

µ]

∫
[Dα] δ[F (Aµα)]

)
O(Aµ) eiS[A

µ] , (11.92)

where O(Aµ) is a gauge-invariant time-ordered operator built out of Aµ fields, and we
have just inserted unity in the form of Eq. (11.88). We can reorganize this expression
by interchanging the orders of the functional integrals, and using gauge invariance in the
form ∆FP (A

µ
α) = ∆FP (A

µ), S[Aµα] = S[Aµ], and O(Aµα) = O(Aµ). This gives

∫
[DAµ]O(Aµ) eiS

′[Aµ] =

∫
[Dα]

∫
[DAµα] ∆FP [A

µ
α] δ[F (A

µ
α)]O(Aµα) e

iS[Aµα] (11.93)

=

(∫
[Dα]

) ∫
[DAµ] ∆FP [A

µ] δ[F (Aµ)]O(Aµ) eiS[A
µ] ,(11.94)

where in the last line we have used [DAµα] = [DAµ], since the integration variables only differ
by a constant shift.

The result of Eq. (11.94) suggests how to build a reasonable quantum theory of the
photon. In this expression, we have reorganized the simple path integral over all gauge field
configurations into an expression that is independent of gauge times a functional integral
over all gauge transformation parameters. This gauge factor is sometimes called the volume
of the gauge group, and is formally infinite. It is also precisely the factor corresponding
to the number of times we are overcounting physically equivalent field configurations. The
sensible thing to do, therefore, is cancel it off and reinterpret the remaining factor as the
correct expression for the time ordered, gauge-invariant operator matrix element:

〈Ω|T{O(Aµ)}|Ω〉 =

∫
[DAµ] ∆FP [A

µ] δ[F (Aµ)]O(Aµ) eiS[A
µ] (11.95)

/∫
[DAµ] ∆FP [A

µ] δ[F (Aµ)] eiS[A
µ] . (11.96)

This expression looks just like Eq. (11.80), except that we now have an additional factor of
∆FP [A

µ]δ[F (Aµ)] in both the numerator and denominator.

To evaluate Eq. (11.95) for a given operator, we need to figure out how to handle ∆FP [A
µ],

defined by Eq. (11.88). This will require some more functional funny business. Before
addressing that, let us start of with a regular multi-dimensional integral. Recall that here,
changing integration variables generates a Jacobian factor. For example, consider (x1, x2) →
(u1, u2), and the integral

∫
d2x δ(2)(u− u0) =

∫
d2u

[
det

(
∂ui

∂xj

)]−1
δ(2)(u− u0) =

[
det

(
∂ui

∂xj

)]−1

u=u0

. (11.97)

The remaining determinant is the so-called Jacobian, and it is to be evaluated at points
where u = u0.
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We would like to do the same type of change of variables for the functional integral
relation of Eq. (11.88). First, note that F (Aµα) should be set to zero at each point x, and
to keep track of this, we will write F (x,Aµα). The change of variables will therefore be
α(y) → F (x,Aµα). In direct analogy with the regular multi-dimensional integral, this change
of variables produces a Jacobian factor

∆−1FP (A
µ) =

∫
[Dα] δ[F (x,Aµα)] =

∣∣∣∣det
[
δF (x,Aµα)

δα(y)

]∣∣∣∣
−1

F (Aα)=0

. (11.98)

This looks like a mess, but we can evaluate it for the specific case of ∂µA
µ
α(x) = 0. Using

gauge invariance, we can choose our representative Aµ such that it satisfies F (x,Aµ) = 0
with α(x) = 0. This implies that

∆FP (A
µ) =

∣∣∣∣det
[
δF (x,Aµα)

δα(y)

]∣∣∣∣ =
∣∣∣∣det

(
1

e
∂2x δ

(4)(x− y)

)∣∣∣∣ . (11.99)

Note that this is independent of Aµ. We can rewrite this determinant in terms of a fermionic
functional integral,

∆FP ∼
∫
[Dc][D c̄] exp

[
i

e

∫
d4x c̄∂2c

]
. (11.100)

The fields c and c̄ are fermions called Faddeev-Popov ghosts. Since they don’t couple to
anything and don’t appear as physical external particles, we can ignore them for QED.
However, in more complicated gauge theories they couple to the gauge field and must be
included in calculations at loop level.

As a final trick, let us rewrite the δ[F (Aµ)] delta functionals in a nicer form. To do so, we
modify the gauge condition to F (Aµα)−ω(x) = 0 for some fixed function ω. All our previous
work goes through in exactly the same way, with the only change being the replacement
δ[F (Aµ)] → δ[F (Aµ)−ω]. Next, let us sum over many different functions ω(x) and multiply
by a weighting functional G[ω] of the form

G[ω] = exp

[−i
2ξ

∫
d4xω2(x)

]
. (11.101)

At the end of the day, this gives (in the numerator of Eq. (11.95))
∫
[DAµ]

∫
[Dω] δ[F (Aµ)− ω]G[ω] ∆FP O(Aµ) eiS[A

µ] (11.102)

=

∫
[DAµ]

∫
[Dω]G[F (Aµ)]∆FP O(Aµ) eiS[A

µ] (11.103)

=

∫
[DAµ]

∫
[Dc][D c̄] O(Aµ) ei(S+Sgf+Sc) , (11.104)

where

Stot = S + Sgf + Sc =

∫
d4x

[
−1

4
FµνF

µν − 1

2ξ
(∂µA

µ)2 +
1

e
c̄∂2c

]
. (11.105)
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Note that we have used the delta functional to remove the integration over ω and replace it
everywhere by F (Aµ).

We have just done a lot of functional heavy lifting, but the final result is very simple.
The procedure of cancelling off the gauge redundancy of the functional integral amounts
to adding fermionic ghost fields and some new terms in the action. In summary, removing
the gauge redundancy of the functional integral can be reduced simply modifying the näıve
formula of Eq. (11.80) by:

1. Include Dirac fermion ghost fields c and c̄ with action Sc. The fields do not couple to
anything in QED and can be neglected. (This is not true in more complicated theories
like QCD!)

2. Add a gauge-fixing term -(∂µA
µ)2/2ξ to the action. This is the same form as the extra

term we added in Gupta-Bleuler quantization.

That’s it!

11.3.3 Propagation

Our complicated gauge-fixing procedure has removed the overcounting of configurations in
the functional integral. Let us next address the second problem of a non-invertible photon
quadratic term. It turns out that gauge fixing solves this problem too by adding a new piece
to the action. After integrating by parts, we now have

Stot =

∫
d4x

1

2
Aµ
[
ηµν∂

2 − (1− 1/ξ)∂µ∂ν
]
Aν . (11.106)

This is invertible for any finite ξ. Introducing a source and completing the square as before,
we obtain

〈Ω|T{Aµ(x)Aν(x′)}|Ω〉 =
∫
d4k e−ik·(x−x

′) i

k2 + iǫ

[
−ηµν + (1− ξ)

kµkν

k2

]
. (11.107)

Again, this matches what we had in notes-10.

11.4 Interacting Theories

We have already used path integrals to reproduce all the operator expectation values of the
free scalar, fermion, and photon theories studied previously. In this section we show how to
use path integrals to compute operator expectation values in interacting theories.

To start, consider the interacting scalar theory given by

L =
1

2
(∂φ)2 − 1

2
m2φ2 − λ

4!
φ4 (11.108)

= L0 −∆V (φ) . (11.109)
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Let us also write the generating functional of the free theory as Z0[J ],

Z0[J ] :=

∫
[Dφ]ei(So+J ·φ) ∼ e−

1

2
J ·DF ·J , (11.110)

where S0 =
∫
d4xL0. This is a nice result, but what we really want is the full generating

functional Z[J ] so that we can compute n-point functions using Eq. (11.38).

In general, we do not know how to compute the full functional Z[J ] exactly. However, it
is possible to derive a simple relation between Z[J ] and Z0[J ] that lends itself to perturbation
theory. For this, note that

∫
d4x∆V

(
−i δ

δφ(x)

)
Z0[J ] =

∫
[Dφ]

(∫
d4x

λ

4!
φ4(x)

)
ei(S0+iJ ·φ) , (11.111)

where V
(
−i δ

δφ(x)

)
means to replace every appearance of φ(x) in ∆V with δ/δφ(x). Thus,

Z[J ] = exp

[
−i
∫
d4x∆V

(
−i δ

δφ(x)

)]
Z0[J ] . (11.112)

This together with Eq. (11.38) are the path integral form of the master formula from
notes-03. Computing n-point functions is now just a matter of taking lots of derivatives.

To illustrate this procedure in a more complicated example, let us compute 〈φ(x1)Ψa(x2)Ψ̄
b(c3)〉

in QED Lite. Introducing sources for the scalar and fermion fields as in the free theory, we
have

Z[J, η, η̄] = exp

[
−iy

∫
d4z

(
−i δ

δJ(z)

)(
+i

δ

δηc(z)

)(
−i δ

δη̄c(z)

)]
Z0[J, η, η̄] , (11.113)

where

Z0[J, η, η̄] = Z0[0, 0, 0] e
− 1

2
J ·DF ·J e−η̄·SF ·η . (11.114)

To get the 3-point function, we should differentiate with respect to the corresponding sources
at x1, x2, and x3. Thus,

〈φ(x1)Ψa(x2)Ψ̄
b(c3)〉 =

(
−i δ
δJ1

)(
i
δ

δηa2

)(
−i δ
δη̄b3

)
Z[J, η, η̄]|J=0=η=η̄

/
Z[0, 0, 0] .(11.115)

To evaluate this, we expand the exponential in Eq. (11.113). At leading order in the coupling
y, we have

〈φ(x1)Ψa(x2)Ψ̄
b(c3)〉 (11.116)

= (iy)
δ

δJ1

δ

δηa2

δ

δη̄b3

∫
d4z

δ

δJ(z)

δ

δηc(z)

δ

δη̄c(z)
e−

1

2
J ·DF ·J e−η̄·SF ·η |J=0=η=η̄ (11.117)

= (−iy)
∫
d4z DF (x1 − z) [SF (x2 − z)] ca [SF (z − x3)]

b
c + (disconnected) (11.118)

This matches what we found in notes-08.
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