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Having established how fields transform under Poincaré, we turn next to the simplest non-
trivial representations. These are the two-compenent representations (jA, jB) = (1/2, 0), (0, 1/2),
that are usually referred to as left- and right-handed Weyl fermions. When we get around to
quantizing the theory later , we will see that they do indeed correspond to fermionic particles.
We will also study the larger reducible representation (1/2, 0)⊕ (0, 1/2), which corresponds
to a four-component object called a Dirac fermion. For more details, see Refs. [1, 2, 3, 4, 5, 6].

1 Weyl Fermions

A left-handed Weyl fermion is an object transforming under the (1/2, 0) representation of
the Lorentz group. Similarly, a right-handed Weyl fermion is an object transforming under
the (0, 1/2) rep. Both are two-component objects that we call spinors. In describing their
transformation properties we will use all sort of tricks with σ matrices. So, to begin, let’s
review some of these tricks. From there, we will construct explicit representation matrices
and build Lorentz-invariant combinations of objects that we might someday hope to add to
a Lagrangian.

1.1 Tricks with σ Matrices

The Pauli σ matrices σa are defined to be

σ1 =

(

0 1
1 0

)

, σ2 =

(

0 −i
i 0

)

, σ3 =

(

1 0
0 −1

)

. (1)

They satisfy the handy relations

[σa, σb] = 2iǫabcσc , (2)

{σa, σb} = 2δab . (3)

The first of these relations implies that {σa/2} form a two-dimensional representation of the
Lie algebra of SU(2). Taken together, Eqs. (2,3) also imply that

e−iαaσa/2 = cos(α/2)− iσa(αa/α) sin(α/2) , (4)

where α =
√
αaαa. To derive this, expand the exponential and use Eqs. (2,3) together with

2AB = {A,B}+ [A,B] for any operators A and B.

The Pauli matrices are clearly Hermitian, σa† = σa. However, (σa)∗ = (σa)t are not equal
to σa when a = 2. To handle such conjugation operations, let us define another matrix

ǫ = iσ2 =

(

0 1
−1 0

)

. (5)
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This matrix is useful because

(σa)∗ǫ = −ǫσa, (σa)tǫ = −ǫσa . (6)

We call this the ǫ trick. The ǫ trick also works if we replace ǫ by ǭ defined to be

ǭ = −ǫ = ǫt . (7)

Note as well that ǫ2 = −I = ǭ2 and ǫǭ = I

Consider a general 2× 2 matrix given by

M(αa) = e−iαaσa/2 , (8)

for some parameters αa. When the parameters are real, this matrix is clearly unitary.
However, when the αa are complex, M is no longer unitary in general. Despite the loss of
unitarity, we can still find the inverse of M in a clever way by using the ǫ trick and Eq. (4).
Together, they imply that

M t(αa)ǫ = ǫM(−αa) = ǫM−1(αa) . (9)

This result will be useful soon.

1.2 Building the (1/2, 0) Representation

Recall that we had for a field φC(x) transforming under a rep r of the Lorentz group

U(Λ)†φC(x)U(Λ) = [M(Λ)] D
C φD(Λ

−1x) . (10)

The transformation matrix M can be written as an exponential,

M(Λ) = exp

(

− i

2
ωµνJ

µν
r

)

=M(ω) , (11)

where the representation matrices Jµν
r satisfy the commutation relations of the Lorentz

group. Note as well that specifying Λ is equivalent to specifying the parameters ωµν . In
particular, given ωµν , the corresponding matrix is Λ = exp(−iωµνJ

µν
4 /2) where we defined

the generators Jµν
4 of the 4-vector rep in notes-05.

We also defined

J i =
1

2
ǫijkJ jk, Ki = J0i . (12)

In terms of them, we formed

Ai =
1

2
(J i + iKi), Bi =

1

2
(J i − iKi) . (13)
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The commutators of the As and Bs formed two independent sets of SU(2) Lie algebras.
The representations are therefore (jA, jB), where jA and jB refer to the dimension of each
component.

To form the (1/2, 0) rep, we use

Ai = σi/2, Bi = 0 . (14)

In terms of these, we can solve for the matrices J i and Ki in this rep:

J i = Ai +Bi = σi/2 , (15)

Ki = −i(Ai −Bi) = −iσi/2 . (16)

It follows that

M(ω) = exp

(

− i

2
ωµνJ

µν
(1/2,0)

)

(17)

= e−i(θa−iβa)σa/2 (18)

= e−iαaσa/2 = M(αa) , (19)

where we have defined

θa =
1

2
ǫabcωbc, βa = ω0a . (20)

The 2 × 2 matrix M(ω) looks just like a regular SU(2) transformation, but now with a set
of three complex parameters αa = (θa − iβa). The real part of αa corresponds to a rotation
about the a-th spatial axis, and the imaginary part corresponds to a boost in the a-th spatial
direction. Note that specifying Λ, ωµν , or α

a all provide equivalent ways to define a Lorentz
transformation and we will use them interchangeably.

The Lorentz transformation of a (1/2, 0) spinor ψα is therefore

U †(αa)ψα(x)U(α
a) = [M(αa)] β

α ψβ(Λ
−1x) , (21)

where α, β = 1, 2. The use of Greek indices to label the components of the spinor ψα is
traditional but unfortunate – make sure you don’t confuse them with 4-vector indices.

Given the form of M(αa), we can build a Lorentz-invariant bilinear operator. Using our
ǫ trick, we have

M t(αa)ǫM(αa) = ǫ . (22)

This implies that given any two (1/2, 0) spinors ψ and χ, the combination [χtǫψ] is Lorentz-
invariant. Putting in indices,

[χtǫψ] = χβǫ
βαψα = −(ǫαβχβ)ψα . (23)

For this reason, it is standard to define a spinor with a raised index,

χα := ǫαβχβ . (24)
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In terms of this, the Lorentz-invariant bilinear is written as

χψ := χαψα . (25)

We would also like to be able to lower the spinor index. Using ǫǭ = 1, it follows that we can
do this with ǭαβ :

ψα = ǭαβψ
β . (26)

The bar on ǭ is usually not written explicitly. Instead, the standard notation has ǫαβ

antisymmetric with ǫ12 = +1, and ǫαβ also antisymmetric with ǫ12 = −1. Thus, ǫαλǫλβ = δαβ.

1.3 Building the (0,1/2) and Representation and More

Having constructed the (1/2, 0) representation, the (0, 1/2) rep is really easy. We have

Ai = 0, Bi = σi/2 , (27)

which implies

J i = σi/2 (28)

Ki = iσi/2 . (29)

A general finite element is therefore

M(αa) = e−i(θa+iβa)σa/2 (30)

= e−i(αa)∗σa/2 , (31)

where θa and βa are related to ωµν in exactly the same way as before.

Given the similarity of this form to the (1/2, 0) rep, we will use a peculiar but ultimately
useful notation for the indices of a (0,1/2) spinor ψ̄(x) (where the bar on the field is part of
its name, not some sort of conjugation operation):

U †(αa)ψ̄(x)U(αa) = [M(αa)]α̇
β̇
ψ̄β̇(Λ−1x) , (32)

where the indices α̇, β̇ = 1, 2. With this transformation law, we can immediately form a
Lorentz-invariant bilinear operator from a pair of (0, 1/2) spinors χ̄ and ψ̄ using our ǫ trick :

χ̄ψ̄ := χ̄α̇ψ̄
α̇ = (ǫα̇β̇χ̄

β̇)ψ̄α̇ , (33)

where ǫα̇β̇ corresponds to the matrix ǭ. Similarly, we can raise indices using ǫα̇β̇,

χ̄α̇ = ǫα̇β̇χ̄β̇ . (34)

The components of ǫα̇β̇ are equal to those of ǫαβ , and the same for ǫα̇β̇ and ǫαβ .
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The notation we are using looks funny, but there is a good reason for it. Consider the
transformation property of the (1/2, 0) spinor ψ with a raised index,

ψα → ǫαλ[M(αa)] β
λ ψβ (35)

= ǫαλ[M(αa)] β
λ ǫβκψ

κ (36)

=
[

e+iαa(σa)t/2
]α

κ
ψκ , (37)

where we have arranged the index structure of the last matrix to make it consistent. Com-
paring Eq. (37) to the transformation of Eq. (31), we see that (ψα)∗ transforms in exactly
the same way under Lorentz as a (0, 1/2) spinor!

Given a (1/2, 0) spinor ψα, we can therefore construct a (0, 1/2) spinor ψ̄α̇ by

ψ̄α̇ := ǫα̇β̇(ψ∗)β̇ , (38)

where we have written (ψ∗)β̇ = (ψβ)
∗. Similarly, given a (0, 1/2) spinor χ̄α̇, we can form a

(1/2, 0) spinor through

χα := ǫαβ(χ̄
∗)β . (39)

Thanks to these handy relations, we only really ever need to deal with (1/2, 0) spinors.

For our next trick, let us try to connect the (1/2, 1/2) rep with the 4-vector rep. To do
so, let us define the set of four 2× 2 matrices σµ (µ = 0, 1, 2, 3) by

σµ
αα̇ = (I, ~σ)αα̇ . (40)

With this, we can form the object

ψσµχ̄ := ψασµ
αα̇χ̄

α̇ . (41)

Under Lorentz, we have

ψασµ
αα̇χ̄

α̇ → ǫαλ(M β
λ ψβ)σ

µ
αα̇(M

α̇

β̇ χ̄
β̇) (42)

= −ψβ [M
tǫσµM ]β

β̇
χ̄β̇ (43)

In the homework you will show that

[M tǫσµM ]β
β̇
= ǫβλΛµ

νσ
ν
λβ̇
, (44)

where Λ is the corresponding 4-vector transformation. It follows that under Lorentz

ψσµχ̄→ Λµ
ν ψσ

νχ̄ , (45)

which transforms like a 4-vector. This justifies our notation for the upper index on σµ, and
it also shows how the 4-vector rep emerges from the (1/2, 1/2) rep.

5



Let us also define

(σ̄µ)α̇α = (I,−~σ)α̇α . (46)

Following the same steps as before, one can show that for any (1/2, 0) and (0, 1/2) spinors
ψ and χ̄,

χ̄σ̄νψ := χ̄α̇(σ̄
µ)α̇αψα (47)

→ Λµ
ν χ̄σ̄

νψ . (48)

Numerically, one also has

(σ̄µ)α̇α = ǫα̇β̇ǫαβσµ

ββ̇
. (49)

This relation means that the spinor indices on σ̄µ are consistent with raising and lowering
with our good friend ǫ.

The σµ matrices also satisfy two very useful relations. The first follows from the trace-
lessness of the Pauli matrices, and reads

tr(σ̄µσν) = (σ̄µ)α̇ασν
αα̇ = 2ηµν . (50)

The second relation is

σµ
αα̇ (σµ)ββ̇ = −2ǫαβ ǫα̇β̇ . (51)

1.4 Spinor Lagrangians

With all that spinor technology out of the way, we are now able to put together Lorentz-
invariant Lagrangians for spinor fields. In doing so, however, there are two additional
conditions. First, to describe a physical system, the action must be real. Since a spinor
ψ is an inherently complex object, we must therefore have ψ̄ = ǫψ∗ in our theory as well.
Second, when we quantize later on we will find that spinors describe fermions. It turns out
that for the quantum theory to connect in a reasonable way to a classical theory, the spinors
must anticommute with each other (even in the classical theory). In particular,

ψαχβ = −χβψα, ψαχ̄β̇ = −χ̄β̇ψα . (52)

In fancy math language, spinors are said to be Grassmann variables.

For future use, it will be useful to have an explicit convention for the complex conjugation
of multiple classical fields, whether they be bosonic (and commuting) or fermionic (and
anticommuting). For either field type, we define for a single field

A† := A∗ , (53)

as well as

(A1A2 . . . An)
∗ := (A1A2 . . . An)

† := A†
n . . . A

†
2A

†
1 . (54)
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Note that we have reversed the order with no additional signs, even for the fermion case.
This convention is useful because it will match smoothly with the operation of Hermitian
conjugation in the quantum theory, where we promote the fields to operators on a Hilbert
space. Note as well that

(χξ)† = (ǫαβχβξα)
† = ǫα̇β̇ ξ̄α̇χ̄β̇ = +ξ̄χ̄ . (55)

At the very least, a sensible physical theory requires a kinetic term involving some
spacetime derivatives. It turns out that the right form for a spinor is

L ⊃ 1

2
ψiσµ∂µψ̄ +

1

2
ψ̄iσ̄µ∂µψ (56)

= ψ̄iσ̄µ∂µψ = ψiσµ∂µψ̄ (57)

where you will verify the reality of the first line and the equalities in the second line in the
homework.

We can also add a bilinear mass term for the spinor. If we only have a single spinor ψ
(and its conjugate ψ̄), the only Lorentz-invariant possibility is

L ⊃ −1

2
mψψ − 1

2
m∗ψ̄ψ̄ . (58)

You might worry that these terms both vanish since ψ is anticommuting, but they do not.
Note that

χψ = χαψα = ǫαβχβψα = −ǫαβψαχβ = ǫβαψαχβ = ψβχβ = ψχ , (59)

where we see that the anticommutation of the spinors is cancelled by the antisymmetry of ǫ.

2 Dirac Fermions

Having spent all that time on two-component (1/2, 0) and (0, 1/2) spinors, we turn next
to study four-component objects in the (1/2, 0)⊕ (0, 1/2) representation. While the rep is
reducible under Lorentz, it is irreducible if we also impose parity which exchanges jA and jB
in (jA, jB). Parity turns out to be a good symmetry of electromagnetism, and therefore we
would like to build it into our fields. This is why we’ll use four-component Dirac fermions
to describe electrons in QED.

2.1 Dirac Spinors

Consider a theory containing two (1/2, 0) spinors ξ and χ together with their conjugates.
We will assume the theory has a global symmetry under the phase transformations

ξ(x) → e−iϕψ(x), χ(x) → eiϕχ(x) . (60)
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The most general Lagrangian for this theory at bilinear order is

L = ξ̄iσ̄µ∂µξ + χ̄iσ̄µ∂µχ−m(ξχ+ ξ̄χ̄) . (61)

The global symmetry allows the mixed χξ quadratic term, but it forbids χχ and ξξ.

When we quantize the theory, we will interpret m as the mass of a particle. However,
since two fields are involved, it is not obvious how to relate the mass term to a specific
particle. Using a four-component spinor containing both two-component spinors allows us
to dodge this issue for the time being. We define the four-component Dirac spinor Ψ by

Ψ =

(

ξα
χ̄α̇

)

. (62)

The conjugate of Ψ is thus

Ψ† =
(

ξ̄α̇, χ
α
)

. (63)

To go along with Ψ, we also generalize the σµ matrices to the 4× 4 Dirac matrices γµ,

γµ =

(

0 σµ

σ̄µ 0

)

, (64)

where each of the matrix elements is itself a 2 × 2 matrix. Finally, let us define the barred
conjugate Ψ̄ to be

Ψ̄ = Ψ†γ0 =
(

χα, ξ̄α̇
)

. (65)

Note that here the bar denotes a conjugation operation, and is not part of the name of the
Dirac spinor.

With these definitions in hand, we can rewrite the Lagrangian of Eq. (61) in a more
compact form using Ψ. The result is

L = Ψ̄iγµ∂µΨ−mΨ̄Ψ . (66)

The mass term looks much nicer now.

2.2 Fun with γ Matrices

The γ matrices satisfy all kinds of useful relations that we will make use of when we compute
scattering amplitudes in QED. The most important one is

{γµ, γν} = 2ηµν . (67)

It is easy to verify this relation using the definition of Eq. (64) and the properties of
σ matrices. More generally, the γ matrices can be defined in any number of spacetime
dimensions to be the minimal solutions of Eq. (67). In four dimensions, all the solutions can
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be shown to be equivalent to Eq. (64) up to a unitary change of basis for the four-component
space.

Many of the other useful relations involve traces of γ matrices. Recall that the trace of
any matrix M is defined to be

tr(M) =
∑

i

Mii =M11 +M22 + . . . (68)

Traces are linear,

tr(aM) = a tr(M) , (69)

and they are cyclic,

tr(AB) = tr(BA), tr(ABC) = tr(BCA) = tr(CAB), etc. (70)

From the explicit form of Eq. (64), we see that

tr(γµ) = 0 . (71)

This can be generalized, and it turns out that the trace of any odd number of γµ matrices
vanishes. On the other hand, for even numbers we have

tr(γµγν) = 4ηµν (72)

tr(γµγνγργσ) = 4(ηµνηρσ − ηµρηνσ + ηµσηνρ) , (73)

which can both be derived using the cyclicity of the trace. An additional useful relation is

pµpνγ
µγν =

1

2
pµpν(γ

µγν + γνγµ) = 2ηµνpµpν = p2 . (74)

Finally, we have

γµγµ = ηµνγ
µγν = ηµνηµν = 4 , (75)

at least in four spacetime dimensions.

Let us also define the matrix γ5 = γ5 to be

γ5 = iγ0γ1γ2γ3 . (76)

This matrix anticommutes with all the γµ,

{γ5, γµ} = 0 , (77)

and satisfies

(γ5)2 = 1 . (78)

9



Using the basis of Eq. (64), the explicit form of γ5 is

γ5 =

(

−I 0
0 I

)

. (79)

It is also conventional to define the projectors PL and PR to be

PL,R =
1

2
(1∓ γ5) . (80)

Applying this to a Dirac spinor, we get

PLΨ = ΨL =

(

ξα
0

)

, PRΨ = ΨR =

(

0
χ̄α̇

)

. (81)

Note that

Ψ = ΨL +ΨR , (82)

and

Ψ̄iγµ∂µΨ = Ψ̄Liγ
µ∂µΨL + Ψ̄Riγ

µ∂µΨR , (83)

as well as

Ψ̄Ψ = Ψ̄LΨR + Ψ̄RΨL . (84)

Neither result should be surprising given what you know about two-component spinors.

We will also sometimes evaluate traces involving γ5. Clearly, we have

tr(γ5) = 0 . (85)

Since the trace of an odd number of γ matrices vanishes, we also have

tr(γ5 × (odd number of γµs)) = 0 . (86)

Cyclicity also implies

tr(γ5γµγν) = 0 . (87)

However, the trace with four γ matrices is non-zero,

tr(γ5γµγνγργσ) = −4iǫµνρσ , (88)

where ǫµνρσ is completely antisymmetric with ǫ0123 = +1.
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